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Optimal active decision making for control
Llntroduction

Introduction

Passive and active change detection or control
Passive Data z is passively used for generating decision dy
I EOW

Active Decision di is based on input-output data [uk, Y]
and input uy should improve quality of decisions or
control system

dy
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Optimal active decision making for control

L Introduction

Introduction — cont’d
General formulation of active change detection and control

m Stems from stochastic optimal control formulation
m Assumes Closed loop information processing strategy

m Includes several design problems as special cases

Special case — Optimal active decision making for control

S, (given) 82 (to be designed)‘\l
s Yo
c : d e
Cou L
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Outline the general formulation of the active change detection
and control problem

Introduce the special case: Optimal active decision making for
control

Present a suboptimal active generator



Optimal active decision making for control

LGeneraI formulation

General formulation
Description of system S; for time steps k € 7 = {0,...,F}

’L—{ CH }#.‘ S, ’_‘# Xk+1 = fk (Xk, My, Uk, Wk)
M1 = 8k (Xk, ty, Uk, €x)

Vi = hy (Xk, oy, Vi)

fi, gk, h, — known vector functions

Xk = [x[,pﬂ T_ system state, xx € R™, pu, € M CR™
ug € U CR™ —input, yx € R — output

Wy, e, — state noises with known pdf's p(wy) and p(ex)
v, — output noise with known pdf p(v)

Xo — initial condition with known pdf p(Xo) = p(x0)p(1tg)
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Optimal active decision making for control

LGeneral formulation

General formulation — cont’d

Description of system S,

o] =2 (6)

Py — a function to be designed

TR ) _
15 = [y ,us™ ,dg™t"]7 - an information vector

d, — a decision (i.e. a point estimate of p)

Criterion

L (Xpobape,uk,dk )

=
J (Pg) = { D ol (g, dic) + (1 — k) L5 (xk, ug) }

k=0
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Optimal active decision making for control

LGeneral formulation

General solution (Closed loop information processing strategy)

Backward recursive equation for time steps k= F, F—1,....0

Vi (Ng) = min E {Lk (Xier s s die) + Vi <Ié+1> ( Ié,uk,dk}
uy EU

VE 1 = 0 —initial condition, J(pE*) = E{V{ (yo0)} — optimal value

Optimal system S,

d; : x
[ 4 = arg min E{Lk (Xk, b, uie, dic) + Vigy (léH) ’ |é,uk,dk}
uy, EU

Note: Pdf’s p (X4|I§, uk, di) and p (yxr1]1§, uk, di) are needed.
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Optimal active decision making for control
LOptimal active decision making for control

LOptimal active generator for general system

Optimal active decision making for control

From general formulation to optimal active decision making
for control

m System S consists of a given controller ~, (1§, dy)

) =0 8) = [, k)

m Only the control aim is considered = a, = 0 (i.e.
Ly (Xk, My, Uk, dk) = Li (Xk, uk)) and the criterion is

J <06:) =E {XF: Ly (Xk,Uk)}

k=0
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Optimal active decision making for control
LOptimal active decision making for control

LOptimal active generator for general system

Optimal active decision making for control — cont’d

Backward recursive equation

Vi ("6) =
mi LC< (15, d )+V* (Ik 1) ‘Ik, ,d }
dkEI/r\L[E{ k (¥ vkl di) k+1 (o 0> Uk, Ak

Optimal active generator for given controller

dj =

arg min E {Li (Xka'Yk(I(l)(vdk)> + Vi ('éH) ’ '57Uk7dk}
d,eM

Note: The minimization over dj is performed subject to the system and

the given controller.
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Optimal active decision making for control
LOptimaI active decision making for control

LSuboptimaI active generator for given multimodel controller

Given multimodel controller

A block diagram of active decision making for control

/'Given block \ "’besigned block
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Optimal active decision making for control
LOptimaI active decision making for control

LSuboptimal active generator for given multimodel controller

Given multimodel controller — cont’d

Description of system S;

Xk+1 :Aukxk + B“kuk + Gukwk
Y =Cxic + Hy, Vi

pxk € M ={1,2,..., N} —a model index

P(pk+1 = jlk = i) = m;j — transition probabilities
Wy, Vi — noises with Gaussian distribution N'{0, 1}

xo — initial state with Gaussian distribution N'{X3, Py}
o — initial model with probabilities P(1)
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Optimal active decision making for control
LOptimal active decision making for control

LSuboptimal active generator for given multimodel controller

Given multimodel controller — cont’d

Additional assumptions
m Given controller
k A
U = Yk ('m dk) = Ky Xk
AP k k=1
Kg, — controller gain, X, = E{xx|y5,uy "}
m Quadratic cost function
L€ _ - T Q - TR
k (Xk, uk) = [Xk rk] k [Xk rk] + uy, Reug

r, — known function of time

m Optimization horizon F, = 2 means that ;‘+2(Ié+2) is
replaced by the zero function — rolling horizon technique
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Optimal active decision making for control
LOptimal active decision making for control

LSuboptimal active generator for given multimodel controller

Approximation based on rolling horizon
Time step k + 1
m Approximate cost-to-go function
Vi ('é+1> = [Ri+1 — Frr1) T Qrra[Rest — Fiera]
+ tr (Qu+1Prt1) + g:'g {)A(IZ—+1KZ,';+1RI<+1de+1)A(k+1}

m Decision

- SN N P a
diy1 = arg gm {Xk+1 Ka,.: Rict1 Kdmxkﬂ}

Note: Mean value %, = E{x|y§,us~} and covariance matrix
Py = cov{x,|yk, ué_l} can be obtained from estimation algorithm.
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Optimal active decision making for control
LOptimal active decision making for control

LSuboptimal active generator for given multimodel controller

Approximation based on rolling horizon — cont’d

Time step k
m Approximate cost-to-go function
Vk ( ) [Xk = I’k] Qk[xk = I‘k] + tr (QkPk)

—|—m|n {xk deRdekxk+E{Vk+1 ( ) |I0,uk, }}

Qq, (1§, uk,di)

m Decision

dy = arg min {ﬁ[K;kRdekxk + Qg (15, ug, dk)}
k
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Optimal active decision making for control
LOptimaI active decision making for control

LSuboptimal active generator for given multimodel controller

Approximation based on rolling horizon — cont’d

Time step k
m Expected cost-to-go Qq, (15, u, dk)
Qdk(léa Ug, dk) =
Rir1 — riea] " Quepa[Rhrs — ria] +tr (QuraPlos)

T 4T 5 K
+E {‘rjmn {Xk+1de+1Rk+1de+1xk+l} | 15, ux, dk}

k+1

m The expectation E{ming,,,{-}/I§, ux, dx} is computed
numerically for each decision d, € M
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Optimal active decision making for control

|—Numerical example

Numerical example

m Parameters of two models

A=A = [(1) ﬂ , G1 =G =0.01E,,

C:=C,=1[10], H; = H, = 0.01,
0.05 0.5
m Transition probabilities mT1,1 = M22 = 0.96, My = M1 = 0.04
m Initial conditions P (ug = i) = 0.5, i =1,2, %y = [1, 0] and
P, = 10*E>
m Reference signal r, = 0, matrices Qx = E», R, = 0.1 for all k
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Optimal active decision making for control

|—Numerical example

Numerical example — cont’d

m Passive generator (PG1)
Cl'}:Gl

- k k=1
= arg min P(ux|yg’, up ")
ue St = KgpaiRy
m Active generator (AG)

dpS = arg min {ﬁ[KZkRdekﬁk + Qa, (15, uy, dk)}
k
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Optimal active decision making for control

|—Numerical example

Active and passive generator comparison — cont’d

Geberator  J var{J} var{L} Ny

PG1 7.42 0.031 317 2.43

AG 4.23 0.002 10 10.31
L

F
J=e {3 L5 (e } J= LM
k=0

A . . A\2
var {J} = bootstrap {L'} var{L} = 5 M (L’ - J)
Nyq — number of wrong decisions (i.e. dx # fik)
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Optimal active decision making for control

|—Numerical example

Numerical example — cont’d

m Passive generator (PG2)
d}:G2

= arg min P(uklyg, ug™)

PG2 s k k-1
= = Z KRy P(1klyo's ug )
Hk

where X, = E{Xk|y§7 ué‘l,uk}
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Optimal active decision making for control

|—Numerical example

Numerical example — cont’d

Geberator  J var{J} var{L} Nya
PG1 7.42 0.031 317 2.43
PG2 4.50 0.013 59 2.32
AG 4.23 0.002 10 10.31
L
F
J=e{ > L () | —LyM o
k=0
~ . . a2
var {J} = bootstrap { L'} var{L} = ﬁ Zf\il (L’ — J)

Nyq — number of wrong decisions (i.e. dx # k)
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Optimal active decision making for control

LConclusion remarks

Conclusion remarks

Conclusion

m The general formulation of active change detection and
control

m Special case: Optimal active decision making for control
m The suboptimal active generator (rolling horizon technique)

m The numerical example showing the advantage of active
generator

Further work

m Focus on the case with a given detector

m Approximative techniques
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