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Introduction

Change detection problem

Measurements Decisions
System Detector ———

m The primary task — recognize a change in an observed system
as quick and reliable as possible

m Performance measures — the delay for detection, quality of
detection, robustness with respect to disturbances, ...

m Application areas — automatic control, signal processing, fault
detection, ...
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A tradeoff between the delay for detection and
the quality of decisions
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LThe delay for detection vs. the quality of decisions

n example of a detector based on a statistical test
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Introduction — cont’d

Multiple model change detection approach

m Use of the multiple model approach for system description

m Suitable for systems that may undergo abrupt changes and
individual models are known (used e.g. in fault detection,
state estimation, target tracking)

m Decisions are typically based on filtering estimates of the state
(i-e. p(xk|z5))
Deferred decisions

m In a specific application it is possible to defer decisions, obtain
more measurements and use smoothing estimates (i.e.

p(xk—¢|2§))

ACD 2010 5/22



Smoothing in Multiple Model Change Detection for Stochastic Systems
L Introduction

LMultiple model change detection - example

Introduction — cont’d

The decisions about past changes can be used to react to these
changes. Other examples: pipelines, car engines, ...
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Introduction — cont’d

Goals

m Formulate the problem of change detection with delayed
decisions in the multiple model framework

m Design the optimal detector, that utilizes smoothing
estimates, using the closed loop information processing
strategy

m Present the smoothing algorithm used in the designed optimal
detector

Note: The change detection problem with deferred decisions has
not been considered in the literature yet.
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Problem formulation

Description of the system at time steps k € 7 = {0,1,...,F}

Xk41 :A#kxk + Gukwk
zZ :Ckak + Hukvk

z, € R™ — measurements, X/ = [x], ux] — system state,

xx € R"™ — common continuous state,

puxk € M ={1,2,..., N} — a scalar index into the set of models
P(ptk+1 = jlk = i) = mjj — transition probabilities

Wy, Vi — noises with standard Gaussian distribution A/{0, E}
Xo — initial state with Gaussian distribution N {xq|_1, Poj_1}

o — initial model with probabilities P(uo)

A,.G,. C,, and H, - given matrices
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Problem formulation — cont’'d

Description of the optimal detector at time steps k € 7

Z, dy
S D —>

D: dy = o (lé)

dy — a decision at the time step k,
ok (1§) — an unknown function that describes the detector

15 = [z’a, dé‘_l} — all available information at the time step k
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Problem formulation — cont’'d

A criterion for non-delayed decisions

J (%) —E{ZL 1k k) }

Lf(,uk, dk) — a cost function that assesses the decision dj with
respect to the current model pix

Simandl, M. and Puntochéf, I. (2009)

Active fault detection and control: Unified formulation and optimal
design. Automatica, 45(9), 2052—-2059.
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Problem formulation — cont’'d

A criterion for decisions delayed by ¢/ > 0 steps

F
J (af) =E {; LS (pux—o, dk)}

Lﬂ(,uk_g, dk) — a cost function that assesses the decision dj with
respect to the past model px_g
Note: The detector is not defined at the time steps 0 to £ — 1.

An example of the function Lﬂ(,uk,g, dk)

0 ifdx = pk—r
1 otherwise

d
Li(pk—e, di) = {
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Optimal detector design — cont’d

Three fundamental information processing strategies

Open Loop (OL) — Only an a priori information is used.

Open Loop Feedback (OLF) — An a priori information and
measurements received up to the current time step
are used. No further measurements will be received
in the future.

Closed Loop (CL) — An a priori information and measurements
received up to the current time step are used.
Further measurements will be received and utilized in
the future.

JOL > JOLF > JCL
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Optimal detector design — cont’d

Backward recursive equation k= F, F —1,....0

Vi (Zé) = dTei/r\]A E {Lf (bk—e, dic) + Vg (Z§+1> | z§, dk}

dg=argming, e m

m V}(z§) - the cost-to-go (Bellman) function
m V£ =0 - the initial condition
m S = J(of") = E{V§(20)}
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Optimal detector design — cont’d

Optimal detector law

d*:*<k>: i {Ld 4 d k,d}
Kk =0k |Zo arnge‘R/tE % (1i—e k)‘zo k

m It is not necessary to compute the cost-to-go function V}(z§)
because the decision d, does not influence the future costs

m The smoothing probability P(ix_¢|zX) is needed for
evaluation the conditional expectation E{-|-}
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Filtering and smoothing algorithms

Filtering algorithm

m The aim is to compute the probability P(1k|z&) and the pdf
p(xklzs)

m Given the model sequences ué the Kalman filters are used to
compute the pdfs p(xx|z§, u§)

m Then filtering probability is given as
P(ixlz8) = 35,51 P(f[2E). where

p (Zk|zéilaﬂé) P (i pik—1) P (MS*1IZ§’1)

p (Zklzé_l)

P(uglz5) =

ACD 2010 14 / 22



Smoothing in Multiple Model Change Detection for Stochastic Systems
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Filtering and smoothing algorithms — cont’d

Smoothing algorithm

m The aim is to compute the probability P(uk_¢|z§) and
optionally the pdf p(xk_¢|z§) for £ >0

m Given the model sequences ué the Rauch-Tung-Striebel
smoothers are used to obtain the pdfs p(xx_¢|z§, /1)

m The smoothing probability P(sx_¢|z§) can directly be
computed by marginalization as

ko k
P(M—AZS) = Z P(uol20)
k—0—1
Ho WMg—_py1
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Filtering and smoothing algorithms — cont’d

Notes on estimation algorithms

m The number of sequences increases according to N<*1

m Merging with depth h > ¢ based on the moment matching
technique is used to limit computational demands

P (uk_plz) = > P (ublzb)

khl

<Xk|207ﬂk h) Z P( h_1|zévﬂll§—h)

khl

X p <Xk|Zo7Mo> ~ N{X, ﬁ}
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L Example definition

A second order system described by two models

09 1 08 1
Al_[o 0.9]’ A2_[o 0.9]’

G; = 0.01E>, G, = 0.1Ey,
C;=C,=[10, H;=Hy,=001

Horizon F = 40

Initial condition xg|_; = [1 0", Poj—1 = 0.1E;

Initial probabilities P(uo = 1) = P(uo =2) = 0.5
Transition probabilities 711 = m > = 0.95

The cost function LS (uk—¢, di) = L (pug—p, di) + L92¢

] Lil(uk_g, dk) — the zero-one cost function
m [9%2 — a constant cost of deferring the decision by one time step
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Numerical example (Scenario 1)

Comparison of decisions based on filtering and smoothing

m Comparison within an individual realization of random process
m Chosen parameters

m The cost of deferring decision L92 = 0.01
m The depth for merging h = 3 and the lag £ =3
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L Numerical example

L Scenario 1 - Comparison of filtering and smoothing decisions

True model — black line, Filtering decisions/probabilities — blue
circles/lines, Smoothing decisions/probabilities — green

x-marks/lines
ACD 2010
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Numerical example (Scenario 2)

Dependence of the criterion J on the lag ¢

m The value of the criterion J is evaluated on the interval 0 to
F — #max using 1000 Monte Carlo simulations

m The maximum considered lag {.x = 5
m The depth for merging h = £1,ax

m Considered costs of deferring decision by one time step
L% = {0,0.01,0.02,...,0.1}
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L Numerical example

LScenario 2 - Dependence of the criterion J on the lag ¢

22
20 0.1
18+ ~0,09
0,08
16 T
0,07
~ 14 - N
Z 0,06
F120 Toor 2
] 0,05 8
O 101 b
0,04
1= 0,03
6r 50,02
4 0,01
2 L L L T 0
0 1 4 5

Lag ¢

ACD 2010 21 /22



Smoothing in Multiple Model Change Detection for Stochastic Systems
LConclusicm

LConcluding Remarks

Concluding Remarks

m The core idea — delay decisions, gather more measurements
and thus improve change detection

m An innovative formulation of considered problem was provided
and the new optimal detector with deferred decisions was
derived using closed loop information processing strategy

m The approach was applied in change detection with multiple
linear Gaussian models

m |t was demonstrated that the quality of decisions increases as
the lag increases when cost of deferring the decisions is zero
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