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Sequential Triangle Strip Generator Based

on Hopfield Networks

Jifi Sima and Radim Lénicka

Abstract

The important task of generating the minimum number of setiaketriangle strips (tristrips)
for a given triangulated surface model is motivated by amions in computer graphics. This hard
combinatorial optimization problem is reduced to the minimenergy problem in Hopfield nets by a
linear-size construction. In particular, the classes afiegent optimal stripifications are mapped one to
one to the minimum energy states that are reached by a Hopfibrk during sequential computation
starting at the zero initial state. Thus the underlying Helgfnetwork powered by simulated annealing
(i.e. Boltzmann machine) which is implemented in a prografGEN can be used for computing the
semi-optimal stripifications. Practical experiments confihat one can obtain much better results using
HTGEN than by a leading stripification program FTSG althotlghrunning time of simulated annealing
grows rapidly near the global optimum. Nevertheless, HTG&Nibits empirical linear time complexity
when the parameters of simulated annealing (i.e. the ingimperature and the stopping criterion) are
fixed, and thus provides the semioptimal offline solutiorengfor huge models of hundreds of thousands

of triangles within reasonable time.

Index Terms

Sequential triangle strip, combinatorial optimizatiorgpfield network, minimum energy, simulated

annealing.

JS.s research was partially supported by the “InformatiaciSty” project 1ET100300517 and the Institutional Reskar
Plan AV0Z10300504. R.L.'s. work was partially supported Ministry of Education, Youth and Sports of the Czech Republi
through the project 1M0572.

J. Sima (Corresponding author) is with the Institute of CotepuScience, Academy of Sciences of the Czech Republic,
P.O. Box 5, 182 07 Prague 8, Czech Republic. E-nshiha@cs.cas.cz

R. Lnénitka is with the Institute of Information Theory cadutomation, Academy of Sciences of the Czech Republic,
P.O. Box 18, 182 08 Prague 8, Czech Republic E-nidilenicka@centrum.cz

July 4, 2006 DRAFT



2 IEEE TRANSACTIONS ON NEURAL NETWORKS

|. SEQUENTIAL TRIANGLE STRIPS

Piecewise-linear surfaces defined by sets of trianglean(rlations) are widely used repre-
sentations for geometric models. Computing a succinct@ngoof a triangulated surface model
represents an important problem in graphics and visuaizaCurrent 3D graphics rendering
hardware often faces a memory bus bandwidth bottleneckampthcessor-to-graphics pipeline.
Apart from reducing the number of triangles that must be dnaitted it is also important to
encode the triangulated surface efficiently. A common emgpdcheme is based on sequential
triangle strips which avoid repeating the vertex coordesabf shared triangle edges. Triangle

strips are supported by several graphics libraries (e.fy, FHIGS, Inventor, OpenGL).

In particular, asequential triangle strighereafter brieflytristrip) of lengthm —2 is an ordered
sequence ofn > 3 verticeso = (vy, ..., v,) Which encodes the set af(c) = m — 2 different
triangles?, = {{v,, vp+1,vp+2} |1 < p < m — 2} so that their shared edges follow alternating
left and right turns as indicated in Fig. 1 by the dashed lifeus a triangulation consisting
of a single tristrip withn triangles allows transmitting of only + 2 (rather than3n) vertices.

In general, a triangulated surface modeélwith n triangles that is decomposed intotristrips

Y = {oy,...,04} requires onlyn + 2k vertices to be transmitted. A crucial problem is to
decompose a triangulated surface model into the fewestipgs This stripification problem has

recently been proven to be NP-complete in [1] where also ardetailed discussion concerning
conventional stripification algorithms can be found inéhglrelevant references.

In the present paper, a new method of generating tristripsafgiven triangulated surface
modelT" with n triangles is proposed which is based on a linear-time réoln¢d the minimum
energy problem in a Hopfield network which hasO(n) units andO(n) connections. This
approach has been inspired by a more complicated and inebenduction (e.g. sequential
cycles were not excluded) introduced in [2] which was sufggbonly by experiments.

The paper is organized as follows. After a brief review ofibaefinitions concerning Hopfield
nets in Section I, the main construction of Hopfield netwatk for a given triangulatiori” is
described in Section lll. The correctness of this reductsoformally verified in Section IV by
proving a one-to-one correspondence between the classpinflent optimal stripifications of
T and the minimum energy states reachedHsy during sequential computation starting at the

zero initial state (or{r can be initialized arbitrarily if one asymmetric weight istrioduced).
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This provides another NP-completeness proof for the mininemergy problem in Hopfield nets.

In addition,H; combined with simulated annealing (i.e. Boltzmann machivas been imple-
mented in a program HTGEN which is compared against a leastmgjfication program FTSG
in Section V. Practical experiments show that HTGEN can aseapnuch better stripifications
than FTSG although the running time of HTGEN grows rapidlyewlthe global optimum is
being approached. Furthermore, we study empirically hoehtmose the parameters of simulated
annealing (i.e. the initial temperature and the stoppirtgon) so that the correct stripification
with a given number of tristrips is obtained in the shortésiet Moreover, the experiments show
the average linear time complexity of HTGEN when the paransedf simulated annealing are
fixed. Thus, one can use HTGEN for finding the semioptimal regflsolutions even for huge
models of hundreds of thousands of triangles within reasientme.

A preliminary version of this article appeared as extendestracts [3] and [4] containing a

proof sketch and first practical experiments with HTGEN gsigrid” models, respectively.

II. THE MINIMUM ENERGY PROBLEM

In his 1982 paper [5], John Hopfield introduced a very inflisdrdssociative memory model
which has since come to be widely known as the (symmetric)fidiobnetwork. The funda-
mental characteristic of this model is its well-constraim®nvergence behavior as compared to
arbitrary asymmetric networks. Part of the appeal of Hogfretts stems from their connection
to the much-studied Ising spin glass model in statisticgisps [6], and their natural hardware
implementations using electrical networks [7] or opticahtputers [8]. Hopfield networks have
also been applied to the fast approximate solution of coatbimal optimization problems [9],
[10].

Formally, a Hopfield network is composed efcomputationalunits or neurons indexed as
1,...,s, that are connected into an undirected graplamhitecture in which each connection
between unit andj is labeled with an integesymmetric weightv(i, j) = w(j,4). The absence
of a connection within the architecture indicates a zerogiebetween the respective neurons,
and vice versa. Hereafter we assumg, j) = 0 for everyj = 1,...,s. Thesequential discrete
dynamics of such a network is here considered, in which tr@uéen of the networkstate
y® =\, ... yP) € {0,1}* is determined for discrete time instarits- 0,1,2, ... as follows.

The initial state y(®> may be chosen arbitrarily, e.g”) = (0,...,0). At discrete timet > 0,
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the excitationof any neuron; is defined as

S

&) = " wi, j)u” - h(j) (1)

=1
including an integethresholdh(j) local to unitj. At the next instant + 1, one (e.g. randomly)
selected neurori computes its new outplg/ét“) = H(gf’) by applying the Heaviside activation
function H (&) defined to be 1 fo > 0 and O for{ < 0, that is, j becomesactive when

H(g}“) = 1 while j will be passiveotherwise. The remaining units do not change their states,
(t+1)

ie.y, = yft) for i # 4. In this way the new network stag**? at timet + 1 is determined.
In order to formally avoid long constant intermediate comapions when only those units
are updated that effectively do not change their outputsiaaroscopic time- = 0,1,2,... is
introduced during which all the units in the network are upda A computation of a Hopfield
network converger reaches a stable statg™) at macroscopic time* > 0 if y(™) = y(7"+1,
The well-known fundamental property of a symmetric Hopfieltwork is that its dynamics is

constrained by thenergyfunction

Bly) = 5 3 S wli iy + S h(), @)

j=1 i=1 j=1

which is a bounded function defined on its state space whdse wecreases along any non-
constant computation path (to be precise it is assumed hiénewt loss of generality [11] that
gj(.t) # 0). It follows from the existence of such a function that stagtfrom any initial state the
network converges towards some stable state correspotaliagocal minimum ofE [5]. Thus
the cost function of a hard combinatorial optimization pesb can be encoded into the energy
function of a Hopfield network which is then minimized in theucse of computation. Hence, the
minimum energy problemf finding a network state with minimum energy is of speciaémest.
Nevertheless, this problem is in general NP-complete [6¢ (also [12] for related results).

A stochastic variant of the Hopfield model called tBeltzmann machingl3] is also con-
sidered in which a randomly selected upibecomes active at time+ 1, i.e.y\'"" =1, with
probability P(gj(.t)) computed by applying the probabilistic activation funatiB : ® — (0, 1)
defined as

B 1
R

P(¢) 3)
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where T > 0 is a so-calledtemperatureat macroscopic time- > 0. This parameter is
controlled bysimulated annealinge.g.

0
) T(0)

B log, (14 7) ()

for 7 > 0 and sufficiently high initial temperaturé®. The simulated annealing is a powerful

heuristic method for avoiding the local minima in combirr&boptimization.

1. THE REDUCTION

For the purpose of reduction the following definitions aréraduced. LetT be a set of
n triangles that represents a triangulated surface modelebamorphic to a sphere in which
each edge is incident to at most two triangles. Moreoverpsa@nd fix one of the two possible
orientations of this surface. An edge is said toifternal if it is shared by exactly two triangles;
otherwise it is aboundaryedge. Denote by and B the sets of internal and boundary edges,
respectively, in triangulatiofi’. Furthermore, aequential cyclés a “cycled tristrip”, that is, an
ordered sequence of vertic€s= (v, ..., v,,) such that,, ; = v; andv,, = v, wherem > 4 is
even, which encodes the setof-2 different triangleslc = {{v,, vp11, Vpi2} |1 < p < m—2}.
Also denote byl and B- the sets of internal and boundary edges of sequential aycle
respectively, that is/c = {{vp, vp+1} |1 <p < m—2} and B¢ = {{vp, vpi2} |1 < p < m—2}.
An example of the sequential cycle is depicted in Fig. 2 whisrénternal and boundary edges
are indicated by the dashed and dotted lines, respectielgddition, letC be the set of all
sequential cycles if".

For each sequential cycte € C one uniquaepresentativenternal edge- € I can be chosen
as follows. Start with any cyclé’ € C and choose any edge frofp to be its representative edge
ec. Observe that for the fixed orientation of triangulated acef any internal edge follows either
left or right turn corresponding to at most two sequentialleg. Thus denote by’ the sequential
cycle having no representative edge so far which sharestiésnal edge: € I NI with C if
such(’ exists; otherwise le€’ be any sequential cycle with no representative internakeaty
stop if all the sequential cycles do have their represamadges. Further choose any edge from
I \{ec} to be the representative edge of C’ and repeat the previous step withreplaced by
C'. Clearly, each edge represents at most one cycle because §dtec} # () always contains

only edges that do not represent any cycle so far. Othensim®e other sequential cyclg”
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6 IEEE TRANSACTIONS ON NEURAL NETWORKS

different from C' would have obtained its representative edge from /.- N Io», and hence a
representative edge would have already been assignéd(tmmediately aftere.» was assigned
to C") beforeC' is considered.

The Hopfield networkH corresponding to triangulatiod will now be constructed. For
each internal edge = {v;,v,} € I in T we introduce two neuron& andr. in Hy with the
following meaning. The activity of either uni. (i.e. y,, = 1) or r. (i.e. y,, = 1) will indicate
thate follows the left or right turn, respectively, along somestrip o € X (according to the fixed
orientation ofT"). Let L. = {e, e1, eq,e3,e4} With 1 = {vy,v3}, eo = {va,v3}, e3 = {vg, v4},
andes = {vy,v4} be the set of edges of the two trianglés,, vy, v3}, {v1, v, v4} that share
edgee. Denote byJ. = {{;,r;| f € L. N I} the set of neurons that are associated with the
internal edges fron’... Unit /. is connected with all neurons fronk, (via negative weights)
except for unitsr., (if e; € 1), ¢., andr,, (if e, € I) whose states may encode a tristrip that
traverses edge by the left turn. Such a situation (fat. C I) is depicted in Fig. 3 where the
edges shared by consecutive triangles of a tristrip are edatigether with the associated active
neuronsr.,, ¢, r.,. Similarly, unitr. is connected with neurons from. except for units/,, (if
ey € I), r., and/{,, (if es € I) which serve to encode the right turn. Thus define the weights

w(i,le) =w(le,i) = =7 forie J, =J.\{rey,le,res},
w(i,re) =w(re,i) = —7 forie J., =J.\{le,,7e,les}
for each internal edge € I. Hence, the states of Hopfield netwoH with these negative

(5)

symmetric weights, which enforce locally the alternatidreft and right turns, encode tristrips.
Furthermore, for each representative edge(C € C) define eitherjo = (. if ec follows

the left turn along sequential cycle, or jo = r., if e follows the right turn alongC'. Let

J = {jc|C € C} be the set containing all such neurons wheréas= {(.,r7. ¢ J|e € I}

denotes its complement. The thresholds of neurons asedaadth internal edges are defined by

W) = —5 + 2b. (5 fOI’j: cJ ®)
1+ 2b;  forjeJ,
wheree(j) = e denotes the internal edge which unit {/.,r.} is associated with, antl < 2
is the number of sequential cyclés havinge as their boundary edge and satisfying L
that is,b. = |{C € C|e € B, }| where B, = (Bc N I)\ L.

Nevertheless, the Hopfield netwofi must also avoid the states encoding cycled strips

ec

of triangles along the sequential cycles that appear imgaéation7" [1]. As follows from the
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analysis below (Section 1V), such infeasible states woakEHess energy (2) than those encoding
the optimal stripifications. For this purpose, two auxyiagreuronsd., ac are introduced i,

for each sequential cyclé’ € C. Unit d- will compute the disjunction of outputs from all
neurons: associated with boundary edge§) € Bf, of C (i.e. except for the edges df. ).
Only if this neurond is active, the activation of unit> associated with representative edge
will be enabled. Any tristrip may then pass through edgealong the direction of” only if
some boundary edge @f is a part of another tristrip crossing the sequential cycleThis will
ensure that the states of Hopfield netw@tk do not encode sequential cycles. In addition, unit
ac Will balance the contribution ofl- to the energy wherj- is passive. As depicted in Fig. 4,

this is implemented for each sequential cy€le= C by the following thresholds and symmetric

weights:
h(de) = hlac) =1, (7)
w(z, dc) = w(dc, 7,) =2 for 6(’&) € B/C, (8)
w(de, jo) = w(jo,dc) =7, 9
w(dc,ac) = w(ac,dc) =2, w(jc,ac)=wl(ac,jc)=—2. (10)

This completes the construction of Hopfield netwaik.

Moreover, observe that the number of units- 2|7| + 2|C| = O(n) in Hr is linear in terms
of triangulation sizex = |T'| because the number of sequential cyd@scan be upper bounded
by 2|I| = O(n) since each internal edge can belong to at most two cyclesla8iynthe number
of connections ir{; can be upper bounded By 2|7|+ 2-2|I|+ 3|C| = O(n) according to (5)
and (8)—(10) since again each internal edge may appeB¢ifor at most twoC' € C. Clearly,

the reduction can also be done within linear timén).

IV. THE CORRECTNESS

The correctness of the reduction introduced in Section illilve verified by proving Theorem 1
below. LetSr be the set of optimal stripifications with the minimum numbétristrips for 7.
Define ¥ € Sy is equivalentwith ¥’ € Sy if their corresponding tristrips encode the same sets
of triangles, i.eX ~ X' iff {T, |0 € ¥} = {1,/ |0’ € ¥'}. For example, two equivalent optimal

stripifications may differ in a tristripr encoding triangles of sequential cydeé(i.e. T, = T¢)
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which is split at two different positions. Moreover, IgE]. = {¥' € Sy | X ~ ¥} be the class
of optimal stripifications equivalent witl € Sy and denote byS;/.. = {[X]. | ¥ € Sr} the
partition of S into these equivalence classes.

Theorem 1:Let Hy be a Hopfield network corresponding to triangulatiBrwith n triangles
and denote byy* C {0,1}* the set of stable states that can be reached during seduentia
computation byH starting at the zero initial state. Then each sgate Y* encodes a correct

stripification ¥, of 7" and has energy
E(y) = 5(k —n) (11)

where k is the number of tristrips in2,. In addition, there is a one-to-one correspondence
between the classes of equivalent optimal stripificatifils, € Sr/. having the minimum
number of tristrips forI" and the states ity with minimum energyminycy~ E(y).

Proof: Stripification X, is decoded fromy € Y* as follows. Denote by, = {e € I|
ve. = yr, = 0} the set of internal edgesc [ whose associated neurofsr. are both passive
and let/; = I'\ I, be its complement. LeL, contain each ordered sequence= (vy,...,v,)
of m > 3 vertices that encodes(c) = m — 2 different triangles{v,, v,11,v,12} € T for
1 < p <m — 2, such that their edges, = {vi,vs}, € = {vm—2,vn}, ande, = {v,, v,41} for
1 <p<m-—1satisfyeg, ey, e,_1,6, € IpyUB ande,,...,e,_o € ;. Notice thato € X,
with n(c) = 1 encodes a single triangle with all its edges/inJ B. It will be proven that:,
corresponding to any stable statec Y* is a correct stripification off".

We will first observe that every neurghe J’' U J associated with an internal edge is passive
if there is an active unit € J; (see (5) for the definition of;). Indeed, for each unijt € J'U.J
the number of positive weights (8) contributing to its eatitn¢; is at mosth.(;) < 2 and these
are subtracted within thresholdj) according to (6). Hence, even if all the units= J; are
passive; < 5 for j € J due to (6) whereasg; < 6 for j € J may include positive weight
(9). Thus, any active unit € J; contributing to¢; via negative weight (5) ensures that upits
passive. By the construction @{,, this guarantees that seis, o € Xy, are pairwise disjoint,
and that eaclr € X, encodes a set of different triangles whose shared edgesvfalternating
left and right turns.

Further, it must also be checked that stripificatitp covers all triangles inZ’, that is,

UUezy T, = T'. According to the definition ok, it suffices to prove that there is no sequential
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cycle C = (vy,...,vy) (recall v,—y = vy, v, = v9) such thate, = {v,,v,11} € I, for all
p=1,...,m — 2. On the contrary suppose that suchexists, which impliesBo NI C I,. It
follows that unitjo € J associated witlec = e, for somel < ¢ < m—2 could not be activated
during sequential computation 6{, starting at the zero state (i.@j(.tc) = 0 for any ¢ > 0)
since its positive thresholl(j) defined in (6) can only be reached by the weight (9) frdyn
However,d computes the disjunction of outputs from neurerssociated with (i) € By, C I
according to (7) and (8), which are passive in the course aipgation. Henceyc(fc) = 0 for
t > 0 making also unitu- passive. Thusg, € I, which is a contradiction. This completes the
argument for¥, to be a correct stripification df.

Furthermore, assume thai, containsk tristrips. From the definition of,, each tristrip
o € Yy is encoded using(c) — 1 edges from/;. Hence, the number of active units #U .J is

L= (o)1) =n—k. (12)

o€y
We will show that each active neurgne J’' U J is accompanied with a contribution ef5 to
the energy (2) which gives (11) according to (12). Assume #haeuron; € J' U J is active
which impliesy; = 0 for all unitsi < J;. Moreover, neuronj is connected td,;, units d¢
for C' € C such thate(j) € By, which are active since the underlying disjunctions inelud
active j. Consider first the case when active neugois from J’ which produces the following

contribution to the energy:

1 . 1 . ) . )
_Qbe(j)w(dCa.]) — ébe(j)w(% de) 4+ Wj) = =beyw(de, j) + h(j) = =5 (13)

according to (2), (6), and (8). Similarly, active neurpe- j-, from J for someC; € C assumes

active unitdc, and makesi, passive due to (7) and (10), which contributes to the eneygy b
—be(j)UJ(dc,j) - w(dC1>jC1) + h(]) + h(dC’1) =-9. (14)

In addition, unitac for any C' € C balances the contribution of active neurén to the energy

when jo is passive, that is,
—w(ac,de) + h(de) + hlac) =0 (15)

according to (7) and (10).
For the converse, we will show that for any optimal stripifioa > € Sy there is one state

y € Y* of Hy such that¥ € [X,].. An optimal stripificationX’ equivalent toX is used to
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determine this statg so thaty¥’ = ¥,. For each tristripp € ¥ that encodes triangles, = T¢

of some sequential cycl€ € C, define the corresponding tristrig = (vy, ..., v,) € ¥’ so that
T, = T, and ¢’ starts and terminates with representative edge= {vy,v2} = {vp_1,0m}-
Then within the statey, let neuron/, or r, for e € I be active iff there exists a tristrip
o = (vy,...,v,) € ¥ such that its edgév,,v,.1} = e for some2 < p < m — 2 follows the
left or right turn, respectively. In addition, let uni, for C' € C be active iff there is an active
neuron: associated witle(:) € By, whereas unit. be active iffd. is active andjc is passive.
Clearly,y is a stable state df{r. It must still be proven thay can be reached during sequential
computation byH, starting at the zero initial state, that ig,c Y*.

Define a directed grapti = (C, .A) whose vertices are sequential cyolés: C and(Cy, Cs) €
Ais an edge ol iff ec, € Bg,. LetC’ be the set of all the verticeS € C with y;, = 1 that
belong to directed cycles iG. For a contradiction, suppose that all the uni@ssociated with
e(i) € Upeer Be \ Ecr where Eer = {ec|C € C'}, are passive, that ig; = 0. Notice that for
eachC € (' also the units associated witl(i) € B-N L., are passive due to active. Thus,
such a stable state cannot be reached during any sequesthalutation byH, starting at the
zero initial state, which means ¢ Y*. This is because neurgjg, for any C; € C’ can only be
activated by corresponding unit, whose activation depends solely on an active netjggrfor
anotherC, € C’ within a directed cycle ofj (i.e. (Cy, C;) € A) since the remaining neurons
associated with the edges froB}, \ E¢ which represent the inputs for disjunction computed
by d¢,, are passive. Sincg, is the optimal stripification, the underlying tristrips ol internal
edges of sequential cyclgs € C' as much as possible being interrupted only by edges from
UcEc/ Be\ Ee.

In addition, any tristripr € X, crossing some sequential cydlg € C’, that is,) # T,NT¢, #

T,, has one its end within this cycl€; becauser entersC; only through its boundary edge
ec, € B, with y;. = 1, which is the only representative edge of a sequential cgsle C’
necessarily containing, i.e. T, C Tr,. We will prove that any sequential cycté € C’ contains

at least two tristripsr, oy € Xy, that is7,, C Tx andT,, C T¢. Let Cy, C, € C' be sequential
cycles such thatC,, C), (C,Cy) € A form two consecutive edges within a directed cycle in
G (possiblyC, = (). The tristripo € X, containing representative edge, € B, interrupts
sequential cycle” (i.e. ) # T, N Tz # T,) whose remaining triangles it \ 7, could still

be linked together in one tristrip; € X, so that7,, = T \ 7,. However, such tristripr,
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enters sequential cycle, (i.e. 0 # T, N T, # T5,) via representative edge: € B, implying
ec € Ic,, and thus terminates i6; which cutso; in two parts. Hence, there must be at least
two tristrips o1, 05 € Xy such thatl},, T, C T¢.

Thus, a stripificatior>), with fewer tristrips can be constructed froly by introducing only
one tristripo™ € ¥y such thatl;,- = T (€.9.y;. = 0) instead of the two tristrips, oy € %y,
and by shortening any tristrip € 3, that crosses and thus ends within sequential cytl®
o' € ¥ so thatT,, N Ty = ), which does not increase the number of tristrips. This @atitts
the assumption that, is the optimal stripification, and henge € Y*. Obviously, the class
of equivalent optimal stripification§, | with the minimum number of tristrips corresponds

uniquely to the statg € Y* having the minimum energwin, .y« £(y) according to (11). m

Note that the reduction in Theorem 1 together with the faet tine optimal stripification
problem is NP-complete [1] provides another NP-compledsr@oof for the minimum energy
problem in Hopfield networks (cf. [6], [12]). In addition,ghestriction to the zero initial network
state in Theorem 1 can sometimes be inconvenient, e.g. ehatic computation. Without this
constraint, howeverH, may reach infeasible states. In particular, initially @etunit jo can
activated. in spite ofy; = 0 for all e(i) € By, which admits sequential cyclé. Nevertheless,
this can be secured by introducing the asymmetric weigldt, jo) = 7 whereasw(jc, do) = 0,
cf. (9). This revision, which is implemented in program HTKE&Nd used for experiments in

Section V, does not break the convergencéof to statesy € Y™*.

V. EXPERIMENTS

A. Program HTGEN

An ANSI C program HTGEN has been created to automate the tiedutrom Theorem 1
including the simulation of Hopfield networki; using simulated annealing (4). The input for
HTGEN is an object file (in the Wavefront .obj format [14]) debing triangulated surface model
T by a list of geometric vertices with their coordinates falkd by a list of triangular faces each
composed of three vertex reference numbers. The programrages corresponding; which
then computes stripificatior, of 7". This is extracted from final stable state= y(™) € Y* of
‘Hr at macroscopic time* into an output .objf format file containing a list of tristagogether

with vertex data (the .objf format [15] is a variant of the \W&wnt .obj format which includes
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12 IEEE TRANSACTIONS ON NEURAL NETWORKS

a data type for tristrips). The user may control the Boltzmamachine by specifying the initial
temperaturd’® in (4) and the stopping criteriongiven as the maximum percentage of unstable
units at the end of stochastic computation (the input vatdiesare given in percents, e.g= 0.1
stands for0.1%).

The experiments with HTGEN program were performed on a ramklHP Compag nx6110
1.6GHz with 512MB RAM, running Linux operating system. Thaning time, which is stated
in seconds below, represents a real time exploited for dvevaenputation including the system
overhead but not including the time needed for the constmaif Hopfield networkH (which

did not exceed one second in most cases).

B. Used Models

We have conducted experiments with HTGEN program using 3ing#ric models represented
via polygonal meshes from several repositories, mostlynfi@7]. The detailed characteristics
of models (number of vertices, number of triangles, humbesequential cycles) together
with those of corresponding Hopfield nets (number of neuronsnber of connections) used
in experiments are summarized in Table I. In particular, va@ehused a suite of 13 datasets
that all represent a single asteroid differing only in theeleof details corresponding to the size
of the mesh, cf. Fig. 5. The smallest dataset of this suitesists1of 216 triangles while the
largest of 299600 triangles. As for another models from [1vg have made experiments with a
space shuttle dataset consisting of 616 triangles, twdasiepdatasets—f-16 and cessna—and a
lung dataset; the sizes of these last three models vary f&982 tb 7446 triangles. Furthermore,
we have worked with a triceratops dataset depicted in Figh@b@ triangles), which is by
Viewpoint Animation Engineering and is available at [16]ittwa man figure dataset, Roman,
(20904 triangles) from [18], and with a Stanford bunny detg69451 triangles) and a dragon
dataset (871414 triangles), which are provided by [19]. dme cases, we had to convert a
dataset into the .obj format or to triangulate a polygonakimd-or the triangulation, we have

used a part of the source code of a software package LOD&shr [

C. The Number of Trials

The resulting numbers of tristrips obtained using HTGEN #@dcorresponding running times

were averaged over several trials of simulated annealmgrder to justify the presented results
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of our experiments below we have first explored the issue of tite achieved stripification
quality (i.e. the best number of tristrips) depends on theloer of performed trials of simu-
lated annealing. For each of three selected models, ad®ebhi (2418 triangles), asteroid10k
(9828 triangles), and Roman (20904 triangles), fifteen expnts have been conducted, each
for a fixed number of trials, and the results are summarizediaile 1. For example, during
ten trials the best numbers of tristrips, 244, 929, and 24d®pectively, were obtained for the
underlying three models while 223, 939, and 2380 were coetpuithin hundred trials, and
211, 915, and 2380 were achieved after thousand trials.deas that after several trials the
stripification quality does not substantially increasetwilie increasing number of trials and one

can consider the results that are averaged over 10 to 38 tadbe reasonably reliable.

D. The Choice of Initial Temperaturé® and Stopping Criteriorz

In the following experiment we have investigated the depexd of the resulting number of
tristrips and the corresponding running time on both theéahiemperaturg® and the stopping
criterion . The asteroid40k model (39624 triangles) is used to ilaistthese dependencies
and the results are averaged over 10 trials. In particutawsrand columns in Tables IlI-VI
correspond to different values &® and ¢, respectively. Here we present only a selected
window of the whole picture while much more experiments haceually been conducted for
wider domains and more detailed scales76f ande (Table VI is cut since the time needed
for computing the underlying missing values exceeded resse limits). Furthermore, each cell
in these tables shows the average number of tristrips overidl@, the minimum number of
tristrips achieved in the best trial, the average real mgrime in seconds, and the average
macroscopic time, respectively, for correspondii§ ande. It appears that for a fixed initial
temperaturd® (corresponding to a row in the tables) the running time iases with decreasing
¢ while the quality of resulting stripifications improves &etsame time. Similarly for a fixed
(corresponding to a column in the tables) one can achieveristtipification results by increasing
T at the cost of additional running time.

In addition, “contour lines” connecting the cells in the legthat represent approximately the
same quality of stripification are marked in the tables. Irtipalar, each contour line separates
the cells of the table into two groups. All the cells with theeeage number of tristrips lesser

than the number associated with the contour line belong ® gmoup, while the other group
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consists of the cells whose average number of tristrips eésitgr than or equal to this number.
We can observe from the shape of these contour lines thatuaredgnumber of tristrips need
not be achieved at all for greater than some upper threshold while this number is o&dai
already for some small® if ¢ is below some lower threshold. The transition between theee
extremes seems to be continuous while smaller initial teatpees?’®) are sufficient for smaller
. The shortest running time is usually achieved within thésition region closer to the lower
threshold ofs where the contour line stagnates at some levéel'6f (see the cells with numbers
in boldface; for each contour line only one minimum with threajest is marked although the
minimum time measured with precision in seconds is actuadlyieved in more cases). Henee,
can be chosen to be not much above the lower threshold wheotitour line corresponding to
the minimum number of tristrips saturates and the qualitgtapifications scales withi'®) (see
the column corresponding to = 1 in Table IV). Based on these observations suitable values
for ¢ and T(®© can be chosen empirically so that HTGEN achieves semiopsinaifications

within reasonable running time.

E. The Average Time Complexity

We have also measured empirically how the computationad tised by HTGEN depends on
the model size, i.e. the number of triangles. For variousdfixalues of initial temperatur@(®)
and stopping criteriorz the Boltzmann machine converged within almost constantbaunof
macroscopic time steps for the asteroid model whose sizes sealed from 216 up to 198930
triangles (except for small sizes). This is illustrated ables VII, VIII, and 1X where the results
are presented fof'® =5 ¢ =0.1, T =9, = 0.3, andT® = 13, ¢ = 0.5, respectively.
Since by construction the execution of one macroscopic degends linearly on the number
of triangles in the model, these experiments provide anemad for the averagknear time
complexity of HTGEN. When this empirical time complexity é®nfronted with the fact that
the stripification problem is NP-complete in general [1jstBuggests there must be a rigorous

efficient approximation algorithm for this problem.

F. Comparing with FTSG

Program HTGEN has been compared against a leading prasysi@m FTSG version 1.31 that

computes online stripifications [1]. Experiments have be@mducted using 6 models (shuttle, f-
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16, triceratops, lung, cessna, bunny) whose sizes vary &@bérto 69451 triangles. The results by
HTGEN were averaged over 30 trials. Suitable parameteand 7® of HTGEN were chosen
for each model separately using the heuristics proposedeatidh V-D so that the resulting
stripifications consist of as few tristrips as possible a ¢tost of reasonable amount of time.
Also FTSG was run with its best options (i.e. the best contimnaof four relevant options
-bfs, -dfs, -alt, and -sgi in addition to two implicitly usexptions -opt and -sync) that led to
the least number of tristrips in the resulting stripificatia’he results of these experiments are
summarized in Table X which shows that one can achieve muttarlresults by HTGEN than
by using FTSG with its most successful options (typicallis;dalt) although the running time
of HTGEN grows rapidly when the global optimum is being agmioed. Moreover, for the f-16
and triceratops models the stripification results obtaingdH TGEN and FTSG are graphically
depicted in Figures 7, 8, and 9, 10, respectively, where tipersority of HTGEN over FTSG in
the average length of tristrips is clearly visible. As camsethe time complexity, system HTGEN
cannot compete with real-time program FTSG providing thipi§ications within a few tens of
milliseconds. Nevertheless, HTGEN can be useful if one ier@sted in the stripification with

a small number of tristrips which may be computed at the megssing stage.

G. Huge Models

In the last experiment whose results are presented in Tabl@rdgram HTGEN has been
tested on huge models (asteroid300k, dragon) with hundreti®usands of triangles, for which
only 3 trials were performed for = 0.3 and7'®) = 10. It appears that the stripifications better
than those obtained using FTSG with its optimal options. (E33072 tristrips within 7 seconds
for the dragon model) were still achieved in doable time feam

VI. CONCLUSION

In the present paper we have proposed a new heuristic methrogeherating sequential
triangle strips for a given triangulated surface model \whiepresents an important hard (NP-
complete) problem in computer graphics and visualizatlanparticular, we have reduced this
stripification problem to the minimum energy problem in Hejifinetworks and formally proven
that there is a one-to-one correspondence between the atripification representatives and

the minimum energy states reachable by the Hopfield net flaanirtitial zero state. This result
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is not only important from the theoretical point of view prdwg an interesting relation between
two combinatorial problems of different types but the meklimalso practically applicable since
the construction of the Hopfield net uses only a linear nunabemits and connections.

Thus we have implemented the reduction in the program HTGEMuUding the simulated
annealing which computes the semioptimal stripificatioie. have conducted plenty of prac-
tical experiments which confirmed that HTGEN can generatallemnumbers of tristrips than
those obtained by a leading stripification program FTSGaaltfn the running time of HTGEN
grows rapidly near the global optimum. Particularly, HTGE&hnot compete with the real-time
program FTSG providing the stripifications within a few ns#conds. Nevertheless, HTGEN
can be used to generate almost optimal stripifications wimeni® satisfied by offline solutions
at the preprocessing stage. In addition, HTGEN exhibitsieoab linear time complexity for
fixed parameters of simulated annealing, and the stripificatwere computed using HTGEN
even for huge models of hundreds of thousands of triangleeasonable time. This suggests
that a rigorous approximation algorithm with a high perfamoe guarantee might exist for the
stripification problem whose design represents an impom@en problem. Another challenge
for further research is to generalize the method for seqalestrips with zero-area triangles

which are also supported in practical graphics systems.
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A

Fig. 1. Tristrip (1,2,3,4,5,6,3,7,1)

S 3

Fig. 2. Sequential Cycle (1,2,3,4,5,6,1,2)
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Fig. 3. The Construction of{; Related toe € I

Fig. 4. The Construction of{7 Related toC € C
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Fig. 5. The Asteroid1k Model (950 Triangles)

P
R =
UTnE

i

Fig. 6. The Triceratops Model (5660 Triangles)
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Fig. 7. Program: HTGEN, Model: F-16, Number of Tristrips:231

Fig. 8. Program: FTSG, Model: F-16, Number of Tristrips: 478
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Fig. 9. Program: HTGEN, Model: Triceratops, Number of Tijst: 557

Fig. 10. Program: FTSG, Model: Triceratops, Number of Tipst 960
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TABLE |

CHARACTERISTICS OFMODELSUSED IN EXPERIMENTS

Triangulated Mesh T Hopfield Network Hr
Model Number of | Number of | Number of || Number of | Number of
\ertices Triangles Seq. Cycles Neurons Connections
asteroid250 110 216 20 688 3544
asteroid500 223 442 12 1350 5445
asteroidlk 477 950 18 2886 11757
asteroid2.5k 1211 2418 30 7314 30039
asteroid5k 2422 4840 43 14606 60237
asteroid10k 4916 9828 62 29608 122476
asteroid20k 9902 19800 89 59578 246971
asteroid40k 19814 39624 126 119124 494550
asteroid60k 29798 59592 155 179086 743981
asteroid80k 39782 79560 179 239038 993437
asteroid100Kk| 49649 99294 200 298282 1239987
asteroid200Kk| 99467 198930 284 597358 2484945
asteroid300Kk| 149802 299600 349 899498 3742939
shuttle 476 616 0 1528 4490
f-16 2344 4592 9 13794 48643
cessha 6763 7446 10 16882 46083
lung 3121 6076 4 18064 63116
triceratops 2832 5660 2 16984 59532
Roman 10473 20904 0 62548 218426
bunny 34834 69451 1 208132 727951
dragon 437645 871414 334 2610640 9144021
TABLE Il
BESTNUMBER OF TRISTRIPS VS NUMBER OF TRIALS
Best Number of Tristrips

Number of Trials || asteroid2.5k | asteroid10k | Roman

10 244 929 2442

20 227 929 2425

30 228 897 2410

40 221 941 2405

50 228 938 2403

60 224 905 2408

70 219 908 2392

80 223 918 2412

90 220 945 2401

100 223 939 2380

200 214 935 2364

400 219 893 2395

600 208 905 2372

800 217 895 2364

1000 211 915 2380

23
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TABLE IlI

IEEE TRANSACTIONS ON NEURAL NETWORKS

£=6,7,...,20, T® =24 ... 40
ASTEROIDAOK (39624 TRIANGLES), 10 TRIALS
(EACH CELL CONTAINS AVERAGE NUMBER OF TRISTRIPS BESTNUMBER OF TRISTRIPS

AVERAGE COMPUTATION TIME, AND AVERAGE MACROSCOPICTIME, RESPECTIVELY)

THE DEPENDENCE ON THEPARAMETERS OFSIMULATED ANNEALING

1TOz|| 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6
2 || 11947 | 11959 | 11970 | 11978 | 11951 | 11976 | 11952 | 11945 | 11951 | 11674 | 11659 | 11640 | 11632 | 11669 | 11672
11881 | 11889 | 11897 | 11869 | 11827 | 11914 | 11858 | 11854 | 11848 | 11611 | 11566 | 11567 | 11587 | 11605 | 11583
3.3 3.0 3.0 3.2 3.3 3.2 3.1 3.0 3.2 3.9 3.8 3.8 3.7 3.7 3.9
4.1 4.2 4.1 4.0 4.2 4.2 4.1 4.2 4.0 5.0 5.0 5.0 5.0 5.0 5.0
4 |[ 11702 | 11699 | 11693 | 11030 | 11021 | 10995 | 11038 | 11057 | 10988 | 11032 | 10488 | 10487 | 10480 | 10455 | 10492
11575 | 11600 | 11568 | 10995 | 10933 | 10900 | 10928 | 10923 | 10913 | 10925 | 10421 | 10383 | 10397 | 10337 | 10430
3.4 3.6 3.3 3.8 3.9 4.0 4.0 4.0 3.7 3.9 4.3 4.4 4.6 4.2 4.4
44 | 45 4.3 5.0 5.2 5.3 5.3 5.2 5.3 5.0 6.2 6.0 6.1 6.1 6.1

6 || 11229 | 11262 | 11233 | 11212 | 11247 | 10552 | 10564 | 10570 | 10593 | 10578 | 9957 | 9984 | 9958 | 9485 | 9505 | 10000
11142 | 11185 | 11128 | 11113 | 11108 | 10449 | 10460 | 10475 | 10528 | 10446 | 9892 | 9879 | 9869 | 9384 | 9460
3.7 | 4.0 4.2 3.7 | a1 4.4 4.6 4.7 | 45 45 | 5.0 | 5.2 5.3 5.8 5.5
5.4 5.2 5.3 5.1 5.5 6.1 6.2 6.2 6.1 6.1 70 | 71 7.0 8.1 8.0

8 || 10921 | 10901 | 10942 | 10940 | 10905 | 10894 | 10301 | 10347 | 10289 | 10024 | 9735 | 9755 | 9236 | 9245 | 8864 | 9000
10824 | 10837 | 10822 | 10880 | 10752 | 10848 | 10235 | 10268 | 10166 | 9670 | 9682 | 9671 | 9171 | 8835 | 8767
4.5 4.8 4.5 4.5 4.9 4.8 5.2 5.3 5.1 5.6 6.0 5.7 | 6.4 6.4 7.1
6.6 6.4 6.4 6.2 6.4 6.3 7.1 7.1 7.2 7.6 8.1 8.2 9.1 9.1 | 10.1
10 |[ 11326 | 11352 | 10775 | 10750 | 10742 | 10749 | 10209 | 10206 | 10005 | 9675 | 9420 | 9266 | 8874 | 8535 | 8169
11240 | 11226 | 10582 | 10639 | 10631 | 10678 | 10111 | 10065 | 9684 | 9580 | 9084 | 9189 | 8795 | 8448 | 8084
48 | 4.8 5.3 5.3 5.2 5.3 6.1 5.8 57 | 6.5 7.0 7.3 7.3 8.2 8.9
6.6 6.4 7.2 7.2 7.3 7.4 8.3 8.3 8.4 9.3 9.7 | 102 | 11.0 | 1200 | 13.1

12 |[ 11156 | 11145 | 11150 | 10643 | 10691 | 10177 | 10266 | 9822 | 9764 | 9374 | 9045 | 8722 | 8425 | 8104 | 7623 | 8000
11059 | 11069 | 11020 | 10535 | 10614 | 10088 | 10206 | 9711 | 9689 | 9309 | 8952 | 8527 | 8298 | 7913 | 7556
5.5 5.7 5.2 6.1 6.0 6.4 6.4 7.1 7.1 7.8 8.4 9.3 94 | 10.6 | 115
7.6 7.6 7.4 8.2 8.5 9.3 9.2 | 101 | 102 | 11.2 | 12.3 | 133 | 14.0 | 1511 ] 172
14 || 11072 | 11096 | 10784 | 10677 | 10460 | 10341 | 9960 | 9606 | 9412 | 9121 | 8738 | 8438 | 7978 | 7569 | 7076
10987 | 11049 | 10458 | 10593 | 10268 | 10255 | 9843 | 9465 | 9159 | 8929 | 8558 | 8320 | 7827 | 7455 | 6877
5.9 5.9 6.2 6.3 7.1 7.3 7.8 8.5 8.6 9.6 | 10.6 | 11.0 | 12.0 | 13.7 | 15.1
8.4 8.5 8.9 9.3 | 101 | 10.4 | 114 | 123 | 12.8 | 13.8 | 152 | 16.3 | 18.0 | 20.0 | 22:8

16 |[ 11085 | 11107 | 10777 | 10581 | 10418 | 10196 | 9836 | 9601 | 9236 | 8876 | 8423 | 8063 | 7659 | 7145 | 6520 | 7000
10989 | 11042 | 10663 | 10443 | 10342 | 10101 | 9761 | 9472 | 9095 | 8765 | 8319 | 7943 | 7581 | 7030 | 6413
6.6 6.6 7.2 77| T8 8.7 8.9 9.8 | 105 | 11.5 | 13.1 | 13.9 | 155 | 17.8 | 20.9
9.5 9.4 | 103 | 109 | 11.3 | 125 | 131 | 14.4 | 156 | 17.1 | 19:2 | 21.1 | 23.3 | 26.4 | 31.0
18 || 11160 | 10887 | 10708 | 10537 | 10232 | 9984 | 9676 | 9394 | 9043 | 8666 | 8233 | 7780 | 7243 | 6688 | 6093
10981 | 10802 | 10586 | 10319 | 10109 | 9923 | 9598 | 9253 | 8873 | 8555 | 8105 | 7633 | 7118 | 6576 | 6012
7.2 8.0 8.6 8.9 9.1 | 105 | 11.0 | 123 | 13.2 | 141 | 16.6 | 17.6 | 20.7 | 23.7 | 27.5
10.4 | 11.4 | 125 | 129 | 138 | 152 | 16.3 | 18.0 | 19.7 | 216 | 245 | 27.0 | 312 | 355 | 417

20 || 11068 | 10940 | 10640 | 10446 | 10188 | 9943 | 9615 | 9281 | 8837 | 8472 | 7969 | 7508 | 6984 | 6298 | 5706 | 6000
10919 | 10727 | 10514 | 10373 | 10001 | 9821 | 9561 | 9141 | 8626 | 8358 | 7845 | 7425 | 6858 | 6125 | 5649
8.7 8.8 9.8 | 106 | 11.1 | 1206 | 13.8 | 15.1 | 17.1 | 18.3 | 20.8 | 23.7 | 26.8 | 31.9 | 37.6
12.4 | 131 | 144 | 155 | 16.8 | 184 | 20.2 | 225 | 253 | 27.8 | 31.7 | 35.8 | 41.2 | 483 | 57.3
22 || 11017 | 10866 | 10681 | 10440 | 10131 | 9855 | 9438 | 9106 | 8670 | 8242 | 7806 | 7248 | 6612 | 5977 | 5329
10921 | 10800 | 10462 | 10299 | 9950 | 9678 | 9337 | 9038 | 8575 | 8051 | 7698 | 7128 | 6398 | 5871 | 5167
9.5 | 104 | 11.1 | 1222 | 13.6 | 15.0 | 16.7 | 18.9 | 20.7 | 23.6 | 27.0 | 31.3 | 36.5 | 42.0 | 50.1
143 | 154 | 163 | 1814 | 20.3 | 2204 | 2512 | 284 | 31.8 | 36.0 | 41.5 | 47.5 | 55.1 | 64.9 | 77.9

24 || 11040 | 10837 | 10541 | 10360 | 10036 | 9773 | 9398 | 9010 | 8607 | 8123 | 7598 | 7025 | 6382 | 5690 | 4961 | 5000
10959 | 10730 | 10454 | 10241 | 9934 | 9610 | 9276 | 8923 | 8538 | 7978 | 7504 | 6889 | 6220 | 5513 | 4811
11.5 | 123 | 138 | 152 | 17.0 | 186 | 20.3 | 23.7 | 27.1 | 30.3 | 35.3 | 40.9 | 483 | 56.7 | 71.2
16.5 | 18.2 | 20.7 | 226 | 25.1 | 282 | 31.4 | 359 ] 20.6 | 47.0 | 54.0 | 625 | 74.2 | 87.8 | 108:3
26 || 11034 | 10843 | 10590 | 10286 | 10050 | 9728 | 9328 | 8927 | 8527 | 7934 | 7434 | 6812 | 6186 | 5437 | 4675
10866 | 10743 | 10452 | 10202 | 9973 | 9539 | 9166 | 8792 | 8435 | 7861 | 7316 | 6654 | 6056 | 5358 | 4579
13.3 | 145 | 16.6 | 18.9 | 20.2 | 233 | 26.7 | 305 | 34.7 | 40.2 | 47.1 | 546 | 65.1 | 77.4 | 96.3
19.8 | 21.6 | 24:3 | 27.6 | 30.7 | 353 | 40.6 | 46.0 | 52:9 | 61.4 | 71.4 | 83:8 | 100.2 | 120.4 | 148.3
28 || 11031 | 10806 | 10592 | 10342 | 10017 | 9663 | 9307 | 8848 | 8402 | 7858 | 7285 | 6601 | 5914 | 5201 | 4370
10954 | 10734 | 10514 | 10238 | 9899 | 9526 | 9205 | 8803 | 8259 | 7718 | 7164 | 6506 | 5824 | 5080 | 4262
151 | 172 | 197 | 222 | 26.0 | 29.6 | 33.7 | 38.7 | 45.3 | 53.2 | 61.9 | 74.1 | 87.6 | 106.1 | 134.7
23.1 | 26.4 | 295 | 338 | 387 | 44.5 | 51.7 | 59.3 | 69.1 | 81.3 | 95.5 | 113.2 | 134.5 | 164.2 | 205.9
30 || 10996 | 10803 | 10573 | 10262 | 9967 | 9651 | 9203 | 8803 | 8338 | 7758 | 7138 | 6489 | 5721 | 4985 | 4107
10938 | 10630 | 10451 | 10150 | 9894 | 9516 | 9123 | 8652 | 8174 | 7683 | 6982 | 6348 | 5576 | 4882 | 4060
185 | 208 | 24.5 | 27.7 | 319 | 36.9 | 43.2 | 50.0 | 58.5 | 70.3 | 82.4 | 97.9 | 120.3 | 146.9 | 184.8
27.8 | 31.4 | 36.3 | 41.8 | 490 | 56.0 | 66.4 | 77.1 | 90.1 | 107.2 | 127.2 | 151.6 | 184.9 | 227.0 | 287.2

32 || 11032 | 10779 | 10562 | 10258 | 9936 | 9576 | 9176 | 8750 | 8219 | 7708 | 7087 | 6366 | 5603 | 4752 | 3831 | 4000
10936 | 10628 | 10481 | 10147 | 9868 | 9502 | 9097 | 8581 | 8157 | 7630 | €922 | 6295 | 5521 | 4670 | 3705
225 | 256 | 29.4 | 34.7 | 40.5 | 47.9 | 55.6 | 65.0 | 78.8 | 93.1 | 110.6 | 134.1 | 164.3 | 202.3 | 253.5
33.4 | 389 | 448 | 5209 | 61.7 | 72.7 | 84.3 | 99.9 | 121.3 | 143.0 | 170.8 | 206.9 | 252.5 | 311.5 | 393.6
34 | 11036 | 10793 | 10565 | 10270 | 9922 | 9562 | 9172 | 8768 | 8219 | 7653 | 6966 | 6254 | 5404 | 4576 | 3629
10933 | 10685 | 10503 | 10203 | 9813 | 9432 | 9065 | 8612 | 8033 | 7587 | 6847 | 6199 | 5319 | 4450 | 3517
26.8 | 30.7 | 35.9 | 43.1 | 50.7 | 59.8 | 71.5 | 84.9 | 103.4 | 123.1 | 148.3 | 207.2 | 225.2 | 276.2 | 352.1
40.4 | 46.4 | 54.8 | 65.2 | 76.9 | 91.4 | 109.3 | 130.4 | 158.4 | 190.6 | 229.8 | 278.4 | 344.6 | 425.8 | 545.7
36 || 10991 | 10786 | 10485 | 10240 | 9944 | 9533 | 9160 | 8731 | 8218 | 7589 | 6968 | 6191 | 5360 | 4412 | 3472
10838 | 10717 | 10336 | 10178 | 9801 | 9415 | 9084 | 8638 | 8080 | 7393 | 6898 | 6059 | 5272 | 4305 | 3386
324 | 379 | 45.0 | 53.0 | 64.7 | 75.8 | 91.1 | 109.9 | 134.0 | 163.8 | 201.8 | 244.9 | 3022 | 375.9 | 486.4
489 | 58:3 | 68.6 | 81.2 | 98.5 | 117.0 | 141.1 | 170.7 | 207.8 | 252.9 | 312:3 | 377.9 | 468.2 | 583.6 | 750.8
38 || 11019 | 10756 | 10527 | 10249 | 9923 | 9537 | 9156 | 8698 | 8176 | 7545 | 6876 | 6110 | 5242 | 4248 | 3303
10944 | 10643 | 10447 | 10162 | 9787 | 9414 | 9031 | 8631 | 8006 | 7403 | 6702 | 6036 | 5176 | 4102 | 3211
39.4 | 46.4 | 55.1 | 67.2 | 80.6 | 97.8 | 118.2 | 146.3 | 178.8 | 216.8 | 270.7 | 330.8 | 416.7 | 520.9 | 668.3
59.8 | 71.5 | 84.4 | 103.0 | 124.1 | 150.0 | 183.5 | 225.6 | 278.0 | 340.2 | 418.3 | 513.4 | 646.2 | 808.6 | 1036.7
40 || 10972 | 10736 | 10510 | 10194 | 9930 | 9535 | 9176 | 8670 | 8132 | 7551 | 6856 | 6033 | 5059 | 4084 | 3161
10903 | 10625 | 10447 | 10064 | 9820 | 9443 | 9035 | 8581 | 8053 | 7420 | 6716 | 5893 | 4833 | 3913 | 3057
47.1 | 56.8 | 69.1 | 83.3 | 101.5 | 126.0 | 154.2 | 189.6 | 236.2 | 292.5 | 366.6 | 452.2 | 564.3 | 716.1 | 934.4
72.4 | 87.5 | 106.2 | 128.5 | 156.0 | 195.6 | 238.9 | 294.4 | 366.1 | 453.5 | 566.3 | 700.7 | 874.8 | 1110.7 | 1450.5
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TABLE IV
THE DEPENDENCE ON THEPARAMETERS OFSIMULATED ANNEALING

e=1,15,...,6, T =1.5.3,...,30

ASTEROIDAOK (39624 TRIANGLES), 10 TRIALS
(EACH CELL CONTAINS AVERAGE NUMBER OF TRISTRIPS BESTNUMBER OF TRISTRIPS
AVERAGE COMPUTATION TIME, AND AVERAGE MACROSCOPICTIME, RESPECTIVELY)

17O & 6 5.5 5 45 4 35 3 25 2 1.5 1
15 || 12076 | 12070 | 12095 | 12110 | 12126 | 12082 | 12108 | 12094 | 12058 | 12055 | 12033
11980 | 12014 | 12029 | 12033 | 12077 | 12011 | 11991 | 11988 | 11958 | 11933 | 11955
3.8 3.8 3.6 3.7 3.4 3.8 3.9 3.8 4.4 4.5 4.4
5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.9 6.0 6.0
3 10774 | 10780 | 10809 | 10789 | 10750 | 10740 | 10518 | 10519 | 10534 | 10330 | 10254
10610 | 10674 | 10691 | 10674 | 10590 | 10480 | 10399 | 10406 | 10422 | 10190 | 10185
4.4 4.6 1.3 1.5 4.7 5.0 5.3 5.0 5.1 5.7 6.2
6.0 6.0 6.0 6.0 6.2 6.2 7.0 7.0 7.0 8.0 9.0
45 |[ 9964 | 9991 | 9972 | 9981 | 9639 | 9635 | 9390 | 9377 | 9164 | 8997 | 8598
9849 | 9925 | 9895 | 9924 | 9591 | 9584 | 9289 | 9230 | 9058 | 8941 | 8513
5.0 5.3 5.0 5.2 5.5 5.9 6.6 6.5 7.3 7.7 9.4
7.0 7.1 7.0 7.0 8.0 8.2 9.0 9.2 100 | 111 | 13.9
6 9483 | 9515 | 9117 | 9126 | 8944 | 8831 | 8556 | 8328 | 8161 | 7814 | 7404
9396 | 9388 | 9042 | 9063 | 8722 | 8760 | 8454 | 8171 | 8045 | 7703 | 7313
5.5 5.9 6.4 6.7 6.8 6.8 7.8 8.3 8.9 | 104 | 13.2
8.0 8.1 9.0 9.0 9.5 10.0 | 11.0 | 12.0 | 131 | 15.3 | 19.8
75 || 8833 | 8824 | 8682 | 8517 | 8231 | 8006 | 7786 | 7605 | 7274 | 6855 | 6428
8761 | 8693 | 8413 | 8398 | 8170 | 7922 | 7694 | 7381 | 7221 | 6812 | 6278
7.0 6.8 7.0 8.0 8.1 9.0 9.7 10.3 | 11.5 | 14.2 | 18.4
10.1 10.1 10.5 11.1 12.0 13.0 14.0 15.0 17.1 20.9 27.1
9 8373 | 8332 | 8060 | 7874 | 7682 | 7440 | 7173 | 6893 | 6510 | 6096 | 5593
8251 | 8178 | 7990 | 7721 | 7547 | 7276 | 7072 | 6826 | 6412 | 5996 | 5510
8.4 8.5 8.8 9.6 9.9 10.8 | 11.6 | 13.0 | 15.0 | 18.6 | 25.0
119 | 12.0 | 13.0 | 13.9 | 148 | 160 | 17.5 | 19.4 | 22.7 | 27.9 | 38.0
105 || 8041 | 7772 | 7546 | 7364 | 7124 | 6867 | 6592 | 6229 | 5838 | 5377 | 4849
7931 | 7627 | 7409 | 7310 | 7035 | 6758 | 6523 | 6111 | 5712 | 5308 | 4788
9.3 | 104 | 108 | 11.7 | 12.1 | 138 | 15.0 | 16.5 | 19.4 | 24.9 | 35.0
14.0 | 15.2 | 16.1 | 17.0 | 184 | 19.8 | 221 | 25.2 | 30.0 | 38.0 | 53.4
12 7631 | 7408 | 7084 | 6859 | 6582 | 6272 | 5932 | 5605 | 5236 | 4784 | 4255
7513 | 7290 | 6892 | 6698 | 6433 | 6202 | 5822 | 5512 | 5098 | 4657 | 4171
11.4 | 123 | 132 | 147 | 155 | 17.9 | 19.1 | 22.4 | 263 | 338 | 48.2
i7.1 | 183 | 199 | 21.3 | 231 | 26.1 | 29.1 | 336 | 40.3 | 51.3 | 74.7
135 || 7240 | 6939 | 6694 | 6372 | 6102 | 5794 | 5399 | 5030 | 4678 | 4234 | 3726
7170 | 6766 | 6585 | 6274 | 6004 | 5679 | 5314 | 4917 | 4561 | 4176 | 3647
14.3 | 153 | 16.0 | 17.9 | 19.7 | 21.6 | 24.8 | 29.1 | 35.1 | 46.0 | 69.5
21.0 | 2209 | 246 | 26.7 | 29.8 | 327 | 37.9 | 44.6 | 53.8 | 71.0 | 106.5
15 6806 | 6551 | 6228 | 5954 | 5616 | 5247 | 4934 | 4551 | 4144 | 3714 | 3179
6571 | 6387 | 6125 | 5856 | 5464 | 5164 | 4813 | 4494 | 4064 | 3605 | 3093
17.9 | 18.7 | 21.0 | 229 | 24.7 | 28.8 | 33.0 | 39.3 | 48.4 | 64.8 | 99.5
26.6 | 28.5 | 315 | 34.2 | 38.0 | 429 | 49.9 | 589 | 741 ] 1001 | 155.1
165 || 6435 | 6134 | 5822 | 5517 | 5166 | 4801 | 4424 | 4084 | 3652 | 3226 | 2778
6288 | 5987 | 5697 | 5452 | 5049 | 4599 | 4376 | 4007 | 3514 | 3105 | 2690
221 | 245 | 25.9 | 285 | 32.2 | 36.8 | 42.6 | 51.2 | 65.5 | 91.8 | i42.9
33.4 | 36.1 | 39.9 | 435 | 49.3 | 56.8 | 65.5 | 79.3 ] 100.6 | 141.2 | 222.3
18 6096 | 5815 | 5455 | 5123 | 4803 | 4426 | 4029 | 3658 | 3274 | 2854 | 2363
6011 | 5723 | 5403 | 5000 | 4715 | 4337 | 3925 | 3549 | 3215 | 2774 | 2281
27.8 | 30.1 | 33.0 | 36.8 | 41.8 | 484 | 56.6 | 68.5 | 89.5 | 124.7 | 206.3
417 | 456 | 50.4 | 565 | 63.7 | 73.3 | 86.8 | 106.2 | 136.7 | 192.6 | 320.6
195 || 5754 | 5404 | 5084 | 4775 | 4365 | 4028 | 3637 | 3268 | 2835 | 2449 | 2050
5656 | 5328 | 4958 | 4684 | 4255 | 3921 | 3518 | 3195 | 2759 | 2364 | 1956
35.0 | 38.1 | 42.5 | 47.8 | 53.9 | 62.4 5.0 | 91.7 |123.2| 177.8 | 301.1
53.3 | 58.6 | 64.9 | 73.6 | 829 | 95.6 | 115.3 | 141.5 | 188.6 | 275.3 | 467.9
21 5477 | 5095 | 4786 | 4431 | 4008 | 3642 | 3279 | 2893 | 2530 | 2129 | 1790
5267 | 4985 | 4692 | 4331 | 3813 | 3483 | 3236 | 2796 | 2480 | 2072 | 1753
437 | 48.0 | 54.6 | 61.5 | 70.5 | 82.4 | 100.6 | 125.2 | 167.6 | 251.5 | 442.2
66.9 | 74.3 | 83.0 | 93.6 | 108.2 | 127.0 | 154.7 ] 193.7 | 259.4 | 387.8 | 686.0
225 || 5194 | 4846 | 4483 | 4085 | 3697 | 3329 | 2951 | 2616 | 2215 | 1875 | 1502
5018 | 4728 | 4355 | 3932 | 3596 | 3178 | 2888 | 2512 | 2163 | 1772 | 1404
55.4 | 62,9 | 67.9 | 78.8 | 91.2 | 109.0 | 132.0 | 170.4 | 232.8 | 354.9 | 657.5
84.5 | 95.9 | 105.6 | 121.8 | 140.2 | 167.2 | 204.5 | 263.2 | 359.6 | 549.7 |1018.5
24 5008 | 4565 | 4201 | 3781 | 3382 | 3049 | 2687 | 2308 | 1965 | 1668 | 1304
4920 | 4492 | 4111 | 3596 | 3295 | 2951 | 2627 | 2223 | 1882 | 1609 | 1237
70.0 | 79.2 | 88.0 | 100.4 | 1i7.8 | 140.9 | i75.3 | 229.9 | 319.7 | 506.7 | 963.1
108.0 | 121.8 | 136.5 | 155.6 | 183.5 | 219.4 | 272.0 | 355.7 | 497.2 | 783.4 |1495.9
255 || 4699 | 4270 | 3962 | 3533 | 3119 | 2758 | 2419 | 2078 | 1752 | 1427 | 1112
4526 | 4193 | 3904 | 3484 | 3022 | 2681 | 2359 | 1990 | 1682 | 1340 | 1073
80.9 | 99.4 | 112.8 | 130.7 | 153.4 | 184.4 | 233.0 | 313.4 | 442.0 | 710.1 |1397.4
137.8 | 153.2 | 175.4 | 202.0 | 236.6 | 286.1 | 362.9 | 484.2 | 686.6 |1102.3 [ 2175.0
27 4480 | 4087 | 3695 | 3321 | 2914 | 2477 | 2138 | 1854 | 1560 | 1248 | 978
4382 | 4020 | 3538 | 3118 | 2845 | 2392 | 2049 | 1729 | 1425 | 1210 | 931
1131 | 129.3 | 147.0 | 170.0 | 199.2 | 247.1 | 313.0 | 428.0 | 621.8 |1017.7 |2086.0
175.1 | 108.9 | 227.3 | 262.8 | 308.1 | 382.4 | 485.8 | 663.9 | 963.5 | 1580.4 |3243.8
285 || 4252 | 3853 | 3462 | 3084 | 2658 | 2297 | 1994 | 1634 | 1376 | 1083 | 807
4071 | 3738 | 3345 | 3035 | 2523 | 2207 | 1882 | 1545 | 1296 | 976 710
145.5 | 163.9 | 186.8 | 218.8 | 265.3 | 323.5 | 414.0 | 574.6 | 859.8 |1465.3 | 3120.6
224.4 | 252.5 | 288.3 | 341.3 | 410.8 | 502.2 | 645.9 | 893.8 | 1337.5 | 2273.7 | 4825.9
30 4118 | 3676 | 3272 | 2835 | 2488 | 2099 | 1756 | 1478 | 1227 | 966 702
3986 | 3555 | 3144 | 2683 | 2375 | 1971 | 1657 | 1376 | 1112 | 893 590
183.0 | 209.0 | 241.5 | 287.0 | 343.4 | 429.1 | 564.4 | 784.9 | 1212.6 | 2108.2 | 4593.4
282.9 | 323.2 | 372.1 | 444.0 | 535.1 | 666.4 | 876.2 | 1219.6 | 1882.5 | 3264.3 | 7143.1
4000 3000 2000 1000

25

10000
9000

8000

7000

6000

5000

4000

3000

2000

1000

DRAFT



26

THE DEPENDENCE ON THEPARAMETERS OFSIMULATED ANNEALING
£=0203,...,1, T® =12 ...,20
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TABLE V

IEEE TRANSACTIONS ON NEURAL NETWORKS

ASTEROIDAOK (39624 TRIANGLES), 10 TRIALS
(EACH CELL CONTAINS AVERAGE NUMBER OF TRISTRIPS BESTNUMBER OF TRISTRIPS
AVERAGE COMPUTATION TIME, AND AVERAGE MACROSCOPICTIME, RESPECTIVELY)

17O & 1 0.9 0.8 0.7 0.6 0.5 0.4 03 0.2
1 12568 | 12550 | 12567 | 12578 | 12571 | 12566 | 12527 | 12561 | 12529
12476 | 12486 | 12477 | 12496 | 12486 | 12439 | 12381 | 12458 | 12476

4.0 3.9 3.9 4.0 3.7 4.2 4.0 3.9 4.1

4.9 5.0 5.0 5.0 1.9 5.6 5.2 5.5 5.3

2 11460 | 11436 | 11463 | 11439 | 11450 | 11424 | 11398 | 11354 | 11366
11396 | 11354 | 11356 | 11333 | 11400 | 11354 | 11273 | 11243 | 11197

5.0 4.8 4.7 5.1 4.9 5.8 5.7 6.1 6.8

7.0 7.0 7.0 7.0 7.0 8.0 8.0 8.6 9.3

3 10232 | 10249 | 10161 | 10179 | 10132 | 10090 | 9984 | 9886 | 9852
10168 | 10175 | 10033 | 10103 | 10031 | 9996 | 9924 | 9766 | 9733

6.4 6.3 6.7 6.9 7.5 7.9 8.4 9.5 11.2

9.0 9.1 9.9 100 | 108 | 11.3 | 12.3 | 142 | 166

2 9101 | 9095 | 8975 | 8947 | 8860 | 8752 | 8644 | 8562 | 8435
9023 | 9014 | 8869 | 8810 | 8814 | 8630 | 8578 | 8449 | 8361

8.5 8.7 9.2 9.8 10.3 | 11.4 | 13.0 | 14.7 | 17.8

12.0 | 12.7 | 136 | 14.3 | 152 | 16.8 | 19.2 | 22.0 | 275

5 8157 | 8111 | 8005 | 7907 | 7780 | 7678 | 7625 | 7328 | 7166
8018 | 8016 | 7933 | 7862 | 7659 | 7543 | 7433 | 7248 | 7014

104 | 11.4 | 12.0 | 13.0 | 137 | 152 | 17.8 | 21.3 | 27.6

15.7 | 16.7 | 17.7 | 19.0 | 21.0 | 23.2 | 27.0 | 32:8 | 42.6

6 7392 | 7239 | 7127 | 7070 | 6912 | 6774 | 6654 | 6427 | 6132
7285 | 7142 | 7014 | 7018 | 6834 | 6668 | 6570 | 6373 | 6029

13.0 | 14.9 | 151 | 16.5 | 18.8 | 19.9 | 24.3 | 30.1 | 41.5

196 | 216 | 22.9 | 24.6 | 281 | 307 | 37.4 | 46.1 | 63.6

7 6720 | 6598 | 6489 | 6288 | 6230 | 6056 | 5847 | 5639 | 5373
6583 | 6507 | 6391 | 6144 | 6158 | 5904 | 5760 | 5584 | 5304

16.3 | 17.7 | 19.8 | 21.2 | 236 | 26.7 | 327 | 41.1 | 581

245 | 26.6 | 29.1 | 32:3 | 355 | 41.0 | 499 | 629 | 89.5

8 6088 | 6026 | 5872 | 5759 | 5583 | 5426 | 5236 | 4997 | 4696
5992 | 5905 | 5822 | 5687 | 5515 | 5322 | 5110 | 4891 | 4563

20.6 | 21.7 | 24.3 | 25.8 | 30.2 | 35.5 | 42.0 | 55.1 | 82.3

31.0 | 33.4 | 36.2 | 40.0 | 45.6 | 54.0 | 64.9 | 85.1 | 127.8

9 5594 | 5511 | 5385 | 5230 | 5039 | 4870 | 4691 | 4435 | 4158
5521 | 5448 | 5317 | 5172 | 4968 | 4810 | 4567 | 4373 | 4071

25.8 | 26.7 | 29.8 | 335 | 38.2 | 46.4 | 55.5 | 73.9 | 107.9

38.2 | 41.1 | 45.6 | 50.9 | 58.9 | 71.2 | 85.7 | 114.8 | 167.5

10 5122 | 4976 | 4856 | 4724 | 4553 | 4383 | 4185 | 3972 | 3661
5083 | 4888 | 4720 | 4619 | 4436 | 4276 | 4117 | 3890 | 3564

31.4 | 33.1 | 38.1 | 426 | 50.0 | 57.0 | 73.6 | 96.8 | 149.5

475 | 51.1 | 576 | 65.8 | 76.7 | 88.6 | 114.2 | 150.7 | 234.1

11 4661 | 4572 | 4431 | 4269 | 4118 | 8942 | 3787 | 3514 | 3225
4580 | 4497 | 4382 | 4203 | 4046 | 3856 | 3683 | 3423 | 3161

38.4 | 41.9 | 47.8 | 53.4 | 63.6 | 76.4 | 95.4 | 131.1 | 203.9

59.1 | 64.8 | 74.1 | 82:3 | 98.7 | 117.5 | 147.8 | 204.2 | 320.7

12 4253 | 4113 | 4023 | 3897 | 3720 | 3548 | 3356 | 3131 | 2809
4151 | 4021 | 3915 | 3821 | 3662 | 3410 | 3270 | 3029 | 2749

481 | 54.7 | 59.5 | 69.2 | 81.5 | 95.3 | 124.9 | 172.4 | 2786

74.4 | 84.6 | 92.7 | 106.8 | 125.3 | 148.8 | 194.4 | 2694 | 434.8

13 || 3859 | 3758 | 3608 | 3480 | 3361 | 3191 | 2993 | 2772 | 2523
3737 | 3641 | 3464 | 3373 | 3281 | 3116 | 2895 | 2647 | 2442

62.2 | 66.7 | 77.2 | 90.1 | 105.4 | 125.6 | 165.3 | 231.9 | 379.0

95.9 | 104.0 | 119.7 | 139.1 | 164.0 | 195.7 ] 256.4 | 361.1 | 594.4

14 3529 | 3414 | 3289 | 3161 | 3010 | 2856 | 2659 | 2465 | 2211
3470 | 3289 | 3228 | 3040 | 2906 | 2778 | 2577 | 2346 | 2119

77.4 | 85.4 | 99.5 | 116.5 | 136.2 | 167.2 | 219.7 | 308.7 | 496.6

120.3 | 132.9 | 153.8 | 179.5 | 210.6 | 259.7 | 340.1 | 480.3 | 777.3

15 3175 | 3104 | 2965 | 2842 | 2717 | 2562 | 2403 | 2213 | 1967
3099 | 3055 | 2916 | 2759 | 2636 | 2482 | 2343 | 2102 | 1890

100.4 | 111.9 | 126.3 | 147.3 | 178.2 | 222.4 | 290.6 | 407.7 | 681.7
155.2 | 172.9 | 196.6 | 229.3 | 277.1 | 345.8 | 452.0 | 635.2 | 1066.1

16 2884 | 2822 | 2650 | 2537 | 2402 | 2287 | 2119 | 1954 | 1732
2806 | 2769 | 2554 | 2496 | 2340 | 2182 | 2032 | 1837 | 1651

126.5 | 142.3 | 164.4 | 191.3 | 231.1 | 291.8 | 375.0 | 558.0 | 938.0
106.4 | 222.3 | 254.4 | 296.9 | 361.2 | 453.8 | 585.8 | 867.1 | 1465.0

17 2631 | 2549 | 2412 | 2298 | 2153 | 2036 | 1912 | 1736 | 1524
2530 | 2435 | 2365 | 2184 | 2085 | 1932 | 1837 | 1666 | 1473

i61.8 | 183.4 | 213.5 | 254.8 | 301.5 | 382.4 | 523.3 | 761.2 |1284.8
252.1 | 283.5 | 331.3 | 397.2 | 469.8 | 595.4 | 812.9 | 1182.9 | 1996.9

18 2404 | 2277 | 2186 | 2070 | 1940 | 1832 | 1698 | 1494 | 1318
2336 | 2202 | 2051 | 2002 | 1841 | 1696 | 1619 | 1396 | 1205
210.6 | 239.8 | 274.8 | 326.9 | 401.3 | 510.7 | 704.3 | 1013.8 | 1737.6
326.6 | 370.8 | 427.8 | 508.8 | 627.2 | 793.4 | 1100.6 | 1582.7 | 2719.1

19 2140 | 2061 | 1949 | 1866 | 1786 | 1662 | 1484 | 1323 | 1166
2050 | 1974 | 1872 | 1770 | 1716 | 1574 | 1418 | 1227 | 1023
262.5 | 309.2 | 362.3 | 427.1 | 537.3 | 689.8 | 944.3 | 1402.6 | 2485.5
408.3 | 480.8 | 561.5 | 664.0 | 834.5 | 1074.7 | 1470.0 | 2189.2 | 3888.9

20 1038 | 1846 | 1764 | 1648 | 1565 | 1448 | 1337 | 1197 | 999
1845 | 1795 | 1655 | 1569 | 1460 | 1358 | 1278 | 1115 | 929
343.7 | 394.4 | 470.4 | 575.2 | 694.5 | 918.5 | 1235.9 | 1930.7 | 3565.4
533.5 | 614.9 | 731.5 | 890.9 |1083.3 | 1434.3 [ 1932.5 | 2997.4 | 5563.1
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ASTEROIDAOK (39624 TRIANGLES), 10 TRIALS
(EACH CELL CONTAINS AVERAGE NUMBER OF TRISTRIPS BESTNUMBER OF TRISTRIPS
AVERAGE COMPUTATION TIME, AND AVERAGE MACROSCOPICTIME, RESPECTIVELY)

TABLE VI

THE DEPENDENCE ON THEPARAMETERS OFSIMULATED ANNEALING
£=0.02,0.04,...,0.2, T® =12 ...,20

17O¢|| 02 | 018 | 016 | 014 | 012 | 01 | 008 | 006 | 004 | 002
T |[ 12558 | 12582 | 12501 | 12549 | 12555 | 12544 | 12559 | 12555 | 12547 | 12569
12487 | 12531 | 12434 | 12486 | 12506 | 12475 | 12517 | 12386 | 12419 | 12497
3.6 4.1 3.8 4.0 3.9 3.7 | a2 4.5 4.2 4.4
5.2 5.4 5.1 5.2 5.2 5.2 5.8 6.0 6.2 5.9
2 || 11337 | 11329 | 11278 | 11358 | 11312 | 11328 | 11312 | 11305 | 11305 | 11267
11279 | 11265 | 11197 | 11264 | 11167 | 11223 | 11206 | 11234 | 11196 | 11186
6.6 6.7 6.9 6.9 7.3 7.4 8.2 8.6 9.5 | 11.1
9.3 9.4 9.9 9.9 10.9 11.1 11.7 12.8 14.0 16.5
3 9842 | 9824 | 9809 | 9839 | 9770 | 9747 | 9721 | 9681 | 9685 | 9631
9736 | 9732 | 9749 | 9684 | 9713 | 9614 | 9633 | 9605 | 9601 | 9528
11.2 | 1200 | 12.2 | 1209 | 13.6 | 15.0 | 15.8 | 18.1 | 22.5 | 29.1
167 | 17.5 | 180 | 19:3 | 20.4 | 222 | 236 | 27.1 | 34.0 | 444
4 8369 | 8372 | 8334 | 8308 | 82063 | 8247 | 8155 | 8097 | 8003 | 7920
8255 | 8256 | 8245 | 8211 | 8183 | 8172 | 8079 | 7982 | 7869 | 7805
184 | 19.1 | 20.8 | 21.9 | 24.4 | 26.3 | 30.4 | 36.1 | 45.0 | 70.1
27.9 | 291 | 317 | 333 | 366 | 40.7 | 47.1 | 56.3 | 70.4 | 1088
5 7146 | 7128 | 7029 | 7006 | 6914 | 6879 | 6804 | 6678 | 6561 | 6402
7052 | 7048 | 6951 | 6945 | 6826 | 6804 | 6686 | 6608 | 6466 | 6299
27.9 | 29.5 | 331 | 35.3 | 40.3 | 455 | 53.1 | 66.3 | 88.3 | 146.0
4209 | 457 | 512 | 54.2 | 624 | 70.0 | 824 | 102.5 | 136.4 | 230.1
6 6191 | 6110 | 6033 | 5971 | 5903 | 5772 | 5718 | 5590 | 5430 | 5243
6104 | 6021 | 5960 | 5908 | 5853 | 5662 | 5632 | 5526 | 5260 | 5126
40.3 | 442 | 50.4 | 541 | 60.5 | 72.8 | 86.6 | 111.9 | 157.0 | 277.2
61.7 | 69.1 | 77.2 | 83.2 | 94.2 | 113.3 | 135.5 | 175.5 | 243.8 | 434.3
7 5351 | 5275 | 5226 | 5150 | 5068 | 4968 | 4824 | 4738 | 4527 | 4279
5267 | 5227 | 5191 | 5074 | 4999 | 4860 | 4758 | 4667 | 4468 | 4189
58.5 | 62.4 | 71.4 | 80.7 | 92.4 | 109.7 | 135.5 | 178.4 | 259.5 | 479.3
90.6 | 97.4 | 111.4 | 123.5 | 143.3 | 170.2 | 210.2 | 279.3 | 406.6_| 752.6
8 4693 | 4623 | 4525 | 4445 | 4388 | 4258 | 4137 | 3987 | 3758 | 3496
4575 | 4518 | 4456 | 4365 | 4300 | 4224 | 4059 | 3922 | 3641 | 3428
81.3 | 88.3 | 103.5 | 119.3 | 137.1 | 165.0 | 210.5 | 275.9 | 427.3 | 878.1
127.6 | 137.4 | 159.6 | 184.6 | 214.6 | 258.7 | 328.0 | 432.0 | 674.8 | 1384.1
9 4160 | 4046 | 3964 | 3906 | 3804 | 3675 | 3553 | 3391 | 3192 | 2859
4060 | 3995 | 3905 | 3827 | 3724 | 3616 | 3447 | 3316 | 3088 | 2745
109.7 | 123.1 | 138.5 | 158.8 | 192.6 | 230.6 | 297.1 | 431.9 | 672.0 |1550.0
171.4 | 193:0 | 216.6 | 251.1 | 300.5 | 362.2 | 467.7 | 679.7 | 1056.3 | 2436.4
10 |[ 3652 | 3563 | 3520 | 3413 | 3295 | 3138 | 3022 | 2878 | 20644 | 2346
3598 | 3370 | 3436 | 3333 | 3241 | 3018 | 2909 | 2831 | 2595 | 2238
150.0 | 169.8 | 192.4 | 222.2 | 273.3 | 326.1 | 440.6 | 619.6 | 1008.5 | 2232.6
233.5 | 266.4 | 300.0 | 347.0 | 428.1 | 509.5 | 692.7 | 972.8 | 1586.7 | 3497.2
11 || 3196 | 3154 | 3042 | 2986 | 2920 | 2753 | 2648 | 2463 | 2242 | 1920
3054 | 3063 | 2965 | 2909 | 2839 | 2695 | 2576 | 2368 | 2126 | 1811
203.2 | 229.5 | 272.2 | 315.3 | 373.5 | 471.8 | 598.6 | 875.9 | 1614.2 | 3909.0
319.3 | 359.3 | 425.5 | 495.9 | 583.9 | 740.8 | 939.7 |1377.5|2531.2 | 6146.2
12 || 2848 | 2797 | 2711 | 2630 | 2511 | 2392 | 2270 | 2133 | 1906 | 1627
2768 | 2714 | 2628 | 2546 | 2444 | 2320 | 2189 | 2053 | 1817 | 1490
284.9 | 316.3 | 356.0 | 426.3 | 502.7 | 633.7 | 875.1 |1206.2 | 2233.5 | 5894.7
446.5 | 494.6 | 558.6 | 669.2 | 793.4 | 997.4 |1375.2 | 1892.2 | 3513.7 | 9280.3
13 || 2508 | 2476 | 2377 | 2306 | 2204 | 2095 | 2005 | 1818 | 1653
2458 | 2318 | 2305 | 2216 | 2111 | 1978 | 1884 | 1746 | 1533
363.1 | 428.4 | 475.0 | 574.3 | 701.5 | 900.2 | 1181.7 [ 1785.3 | 3143.7
568.6 | 670.6 | 746.0 | 900.5 |1100.2 | 14140 | 1858.5 | 2808.2 | 4951.9
14 || 2224 | 2129 | 2052 | 2014 | 1903 | 1813 | 1698 | 1571
2125 | 2057 | 1959 | 1900 | 1812 | 1760_| 1559 | 1407
508.9 | 568.7 | 658.7 | 770.5 | 992.0 |1246.7 | 1654.5 | 2560.0
796.3 | 892.5 |1031.5 | 1208.5 | 1560.0 | 1955.9 | 2599.5 | 4018.8
15 |[ 1942 | 1880 | 1795 | 1759 | 1701 | 1610 | 1492
1842 | 1821 | 1740 | 1684 | 1633 | 1513 | 1397
678.6 | 779.0 | 930.0 |1085.9 |1329.6 | 1679.7 | 2480.6
1063.1 | 1220.9 | 1458.9 | 1703.3 | 2085.0 | 2642.2 | 3898.3
16 || 1701 | 1708 | 1594 | 1563 | 1460 | 1420
1659 | 1656 | 1552 | 1458 | 1361 | 1368
930.2 | 1045.6 | 1287.1 | 1542.6 | 1887.2 | 2432.7
1451.0 | 1635.2 | 2018.8 | 2415.6 | 2956.0 | 3816.0
17 || 1515 | 1469 | 1400 | 1347 | 1291
1445 | 1334 | 1321 | 1279 | 1231
1279.2 | 1467.9 | 1769.2 | 2174.9 | 2722.9
2003.5 | 2297.9 | 2780.7 | 3406.4 | 4272.5
18 || 1334 | 1270 | 1241 | 1162
1257 | 1165 | 1170 | 1026
1706.1 | 2025.1 | 2454.7 | 2892.3
2660.1 | 3169.4 | 3846.4 | 4542.7
19 || 1167 | 1130 | 1070
1115 | 1090 | 898
2435.7 | 2865.3 | 3481.5
3809.2 | 4479.7 | 5451.9
20 || tooe | 971 | 1000
901 | 919
3424.2 | 3944.2
5339.0 | 6172.4
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TABLE VII

EMPIRICAL AVERAGE TIME COMPLEXITY
100 TRIALS, e=0.1, T® =5

IEEE TRANSACTIONS ON NEURAL NETWORKS

Best Average Average | Average | Average

Model N#{gﬁglregf Number of Numbt_e? of Tristrig _Comg. Macrg.

Tristrips Tristrips Length Time (s) Time
asteroid250 216 31 39 6.97 0.06 79.98
asteroid500 442 67 82 6.60 0.06 45.14
asteroidlk 950 151 171 6.29 0.22 59.69
asteroid2.5k 2418 397 429 6.09 0.76 62.67
asteroid5k 4840 808 853 5.99 2.03 67.43
asteroid10k 9828 1633 1711 6.02 5.45 68.17
asteroid20k 19800 3342 3435 5.92 15.32 70.26
asteroid40k 39624 6720 6868 5.90 45.51 70.41
asteroid60k 59592 10090 10327 5.91 84.39 69.51
asteroid80k 79560 13525 13757 5.88 132.88 70.35
asteroid100k| 99294 16995 17176 5.84 184.62 70.07
asteroid200k| 198930 34109 34400 5.83 520.39 70.25

TABLE VI
EMPIRICAL AVERAGE TIME COMPLEXITY
80 TRIALS, ¢ =03, T® =9

Best Average Average | Average | Average

Model N#{gﬁglregf Number of Numbt_e? of Tristrig _Comg. Macrg.

Tristrips Tristrips Length Time (s) Time
asteroid250 216 18 27 12.00 0.11 159.35
asteroid500 442 43 58 10.28 0.14 88.54
asteroidlk 950 86 114 11.05 0.40 106.62
asteroid2.5k 2418 255 280 9.48 1.38 113.84
asteroid5k 4840 518 556 9.34 3.51 116.59
asteroid10k 9828 1052 1114 9.34 9.20 114.76
asteroid20k 19800 2148 2237 9.22 24.82 114.45
asteroid40k 39624 4347 4451 9.12 73.09 113.53
asteroid60k 59592 6550 6690 9.10 136.74 112.86
asteroid80k 79560 8650 8898 9.20 212.34 113.06
asteroid100k| 99294 10884 11110 9.12 296.31 112.94
asteroid200k| 198930 21994 22257 9.04 818.58 111.65
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TABLE IX

EMPIRICAL AVERAGE TIME COMPLEXITY

50 TRIALS, ¢ =0.5, T© =13

SIMA AND LN ENICKA: SEQUENTIAL TRIANGLE STRIP GENERATOR BASED ON HOPFIELBIETWORKS

Best Average Average | Average | Average
Model N#{gﬁelregf Number of | Number of | Tristrip Comp. Macrg,
9 Tristrips Tristrips Length | Time (s) Time
asteroid250 216 12 21 18.00 0.28 392.76
asteroid500 442 26 43 17.00 0.28 180.60
asteroid1k 950 72 88 13.19 0.72 191.00
asteroid2.5k 2418 188 208 12.86 2.38 199.72
asteroid5k 4840 355 405 13.63 6.04 199.76
asteroid10k 9828 762 808 12.90 16.18 200.94
asteroid20k 19800 1535 1605 12.90 44.86 204.48
asteroid40k 39624 3047 3204 13.00 127.64 197.92
asteroid60k 59592 4653 4784 12.81 239.30 198.16
asteroid80k 79560 6217 6365 12.80 370.70 197.16
asteroid100k| 99294 7802 7965 12.73 517.62 197.08
asteroid200k| 198930 15595 15923 12.76| 1424.80 194.98
TABLE X
COMPARINGHTGEN AGAINST FTSG
HTGEN (30 Trials) FTSG
Number Best Average | Average Number
Model of e | 7O | Number of | Comp. Macro. Options | _ of
Triangles Tristrips Time (s) Time Tristrips
shuttle 616 || 0.12| 17 95 2.70| 1588.67| -dfs -alt 145
f-16 45921|| 0.6 | 26 312 | 197.57| 7192.13|| -dfs -alt 478
triceratops 5660 0.2 | 20 557 | 286.33| 7915.13 -bfs 960
lung 6076 | 0.14| 19 613 | 428.03| 10940.00 857
cessna 7446 0.5 | 19 1249 | 241.17| 6712.93| -dfs -alt 1459
bunny 69451| 0.7 | 23 4404 | 4129.93| 2748.20| -dfs -alt 6191
TABLE XI
HUGE MODELS
3 TrRIALS, ¢ =0.3, T =10
Number Best Average
Model of Number of C(;A%era.lgi?ne Macrg_ Mjgorg
Triangles | Tristrips P Time g
asteroid300k| 299600 29702 32min 56s 147.33| 139 MB
dragon 871414 130106| 4h25min50s 235.00( 390 MB
July 4, 2006
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