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December 19, 2005; Morning Session   –   Chairman:  Milan Mareš
Peter Wellstead (Hamilton Institute, NUIM, Ireland)
Schrödinger’s Legacy: Biological Life and Physical Systems.

Our command of the laws of physics and their use with computers to simulate how things work is highly advanced. It has reached a stage at which even the most detailed behaviour of complex machines and physical systems can be reproduced within a computer. For example, automotive engineers work with system models that enable them to (almost) completely specify and validate the vehicle within a computer before there is need to construct prototypes or cut metal in a factory. This lecture is about how science aims to do similar things with living organisms. While mathematicians and engineers have been trying to understand the mechanisms of life for many years, the international scientific community is currently focussing an unprecedented effort and financial investment on it, under the heading of Systems Biology. 
To explain how this came about, I use the contributions of Erwin Schrödinger during his 16 years in Ireland as an initial point, and describe how scientists are setting about this huge task. Starting with the scientific sense of inquiry that led Schrödinger to ask `What is Life?', I sketch out the scientific developments that are beginning to provide partial answers to this question. During this scientific tour, we will pause from time to time to consider the social, economic, and cultural implications of seeking a scientific basis for the mechanisms of life.
As a finale, I describe particular research projects in which the components of life are mathematically modelled, simulated, and studied in a computer, in a manner that echoes the way in which computer-aided design is used to develop and analyse complex engineering systems.
Oliver Mason (Hamilton Institute, NUIM, Ireland)
The Analysis of Biological Interaction Networks: Some Recent Results and Open Questions.
Networks of interactions are fundamental to many key biological processes. At a bio-molecular level, they arise in the study of gene transcriptional regulation, protein-protein interactions and metabolism. Furthermore, ecological and social networks are of critical importance in several environmental questions as well as in the mechanisms of disease spread. The numerous advances in techniques for biological measurement made in recent years have made it possible to study the fundamental bio-molecular networks behind cellular processes in a more comprehensive way than was previously possible. This has led to an explosion of interest in the field of biological network research and several broad areas of study have now emerged. These include identifying the key structural properties of networks of transcriptional regulations and protein-protein interactions, relating these properties to biological mechanisms and devising new methodologies and algorithms to exploit our knowledge of interaction networks to address fundamental biological questions. The mathematical discipline of Graph Theory is central to all of the efforts made in this field.
The purpose of this talk is to give an overview of some of the major advances made in biological network analysis in recent years and to highlight several outstanding issues that need to be addressed. I shall concentrate for the most part on results pertaining to Protein-Protein interaction (PPI) networks and tools that have been developed for their analysis. In particular, I shall discuss a number of recent results from the following broad areas: 

• The development of mathematical models for the evolution of PPI networks; 

• The use of centrality measures to identify essential proteins from the structure of a PPI network; 

• Algorithms for the identification of communities or modules in networks and their application to the 
  functional classification of genes and proteins. 

At the end of the talk, I shall attempt to highlight some of the key open questions in the use of graph theoretical methods in Biology that need addressing.

Radim Jiroušek. (Inst. of Information Theory and Automation, Czech R.)

Milan Studený (Inst. of Information Theory and Automation, Czech R.)

Three Methods for Approximating Probability Distributions. 
The contribution will summarize results of Albert Perez and his students on approximations of multidimensional probability distributions based on systems of prescribed marginal distributions.
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______________________________________________________________________________________________________________________________________________________________________________________________
December 19, 2005; Afternoon Session   –   Chairman:  Jan Flusser
Gabriela Peters (University of Dortmund, Germany)

Dynamic Object Acquisition for Computer Vision and Computer Graphics.
Computer vision and computer graphics both deal with the visual appearance of real world objects. A major issue of computer vision is the recognition of objects from images. A means to this end are internal object representations. An important problem of computer graphics is the generation of computational representations of objects from images, for example for the purpose of creative further processing (geometric modelling) or graphical rendering. The current situation is widely characterized by a separation of the acquisition of object data from their subsequent processing. This often leads to the fact that the recorded data do not meet the demands of further processing. An approach to tackle this problem is the active visual acquisition of objects. This means that the processing part of an active vision system exerts influence on the acquisition part. For this purpose appropriate methods have to be developed. To augment the efficiency of the discovery of suitable methods the system can learn acquisition techniques dynamically depending on the aim of an application (analogously to a human learning paradigm). In this talk I introduce existent methods for object acquisition and propose a dynamic approach which aims in the development of an intelligent, vison-based 3d-scanner which learns autonomously strategies for object acquisition.
Janne Heikkila (University of Oulu, Finland)

A Framework for Building Affine Invariants from Multiscale Image.

Geometric invariants provide a convenient tool for handing image distortions caused by changing the viewpoint. These invariants computed directly from image data can be used as discriminating features between object classes in pattern recognition. There are various approaches for constructing invariants, and most of them are based on the theory of algebraic invariants, integral invariants or normalization. Ideally, invariants should be insensitive to rojective transformations, but deriving those invariants is difficult due to the nonlinear nature of the projective transformation, and it is also questionable if such strong invariants are even needed. Instead, translation, rotation, scaling, or eneral affine models are often used as approximations of the actual transformation. Recently, we proposed an affine invariant method called multiscale autoconvolution that is based on a novel approach for deriving geometric invariants. ater, we have also developed other invariants that are based on essentially the same principles. In this presentation, we will first briefly review these invariants, and then introduce a framework that unifies the theory behind the methods. We will show that by processing images in different domains and scales can provide features that are affine invariant and their discrimination power in object classification can outperform most of the prior methods.
Jiří Boldyš (Inst. of Information Theory and Automation, CR, University of La Rochelle, France)

Inpainting Methods for Movie Restoration.
Movie restoration has been a long-term research subject. We briefly review our former and recent activities on this field. Our main objective is scratch concealment. A few results of scratch inpainting will be presented and several inpainting methods (PDE-, exemplar-based) will be discussed. We will present advantages of our exemplar-based inpainting algorithm, which uses rotation invariant patch matching.
Radovan Jiřík, et al. (Brno University of Technology, Czech R.)

Model of Radiofrequency Data Acquisition in Ultrasound Transmission.
The contribution concerns ultrasound transmission tomography imaging in breast cancer diagnosis. The development of image reconstruction algorithms from data acquired using this imaging modality requires a reliable data set for testing. To know exactly the geometrical and physical parameters of the measurement setup, synthetic radiofrequency data are generated. The model of the acquisition process is derived and the preliminary results are shown.
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Libor Kubečka (Brno University of Technology, Czech R.)

Non-Rigid Registration of Time Series of Auto-Fluorescent HRA 2D Images.
According to recent research, auto-fluorescent images taken by means of Heildelberg Retina Angiograph (HRA) have promising value for the diagnosis of glaucoma, especially due to strong correlation between the size of auto-fluorescent zones and glaucoma. With respect to poor signal/noise ratio of this signal, noise is to be suppressed by computation of the average image from the acquired time series. Because of movements of patients during cquisition, it is crucial for good results to perform image registration prior to the image processing. Therefore this contribution deals with the HRA time series non-rigid image registration. The registration is performed by multi-resolutional optimization of the global similarity criterion based on mutual information and consists of two steps. First, both images are registered using affine model of image  transformation in order to compensate global mis-registrations. In this step we use a controlled random search optimizer in low-resolution layers of the image pyramid and the Powell optimizer for high-resolution. Further, a B-spline transformation model compensating for local mis-registrations is done making use of limited memory Broyden, Fletcher, Goldfarb and Shannon optimizer (LBFGS). Precision of the algorithm has been evaluated on the HRA images with artificially introduced known misregistration and finally, the algorithm was tested on a set of 16 real time series each containing 9 images.
Filip Šroubek  (Inst. of Information Theory and Automation, Czech R.)

Jan Flusser (Inst. of Information Theory and Automation, Czech R.)

Super-Resolution Imaging from Degraded Low-Resolution Frames.

This paper presents an energy minimization approach to the deconvolution problem of multiple degraded frames of the original scene (single input multiple outputs). No prior information about the shape of degradation blurs is onsidered. The exact knowledge of the blur size is also not necessary and therefore any translation misregistration of input frames is automatically removed. The proposed regularization based on variational principles maintains stable performance even in the case of severe noise corruption. Further we demonstrate that the proposed technique can easily integrate resolution enhancement. Several experiments on synthetic and real data illustrate the robustness and usability of the proposed technique in real applications.
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______________________________________________________________________________________________________________________________________________________________________________________________
December 20, 2005; Morning Session   –   Chairman:  Martin Janžura

Alain Berlinet (Université de Montpellier, France)
Density Estimation and Decision-Making.

Density estimation plays a key role in a broad variety of decision-making processes. Recent developments have introduced new kind of estimates with nice theoretical behavior and computationally efficient. We review some of them together with their properties with respect to information criteria. Combinatorial methods seem promising to build these estimates automatically from data. We show how they can be used to select parameters or to partition the observation space.

Wolfgang Stummer (University of Erlangen-Nurnberg, Germany)
Optimal Statistical Decisions about Some Alternative Financial Models.


We study Neyman-Pearson testing and Bayesian decision making based on observations of the price dynamics $(X_t : t \in [0,T])$ of a financial asset, when the hypothesis is the classical geometric Brownian motion with a given constant growth rate and the alternative is a different random diffusion process with a given, possibly price-dependent, growth rate. Examples of asset price observations are introduced and used throughout the talk to demonstrate the applicability of the theory. We obtain exact formulae and bounds for the most common statistical characteristics of testing and decision making. (Joint work with Igor Vajda, Academy of Sciences of the Czech Republik, Prague).

Tomá Marek  (Inst. of Information Theory and Automation, Czech R.)





Igor Vajda (Inst. of Information Theory and Automation, Czech R.)

Karel Vrbenský (Inst. of Information Theory and Automation, Czech R.)

Minimum Divergence Adaptation of Bivariate Distributions.

 

For given discrete r-valued distribution a, s-valued distribution b and r×s-valued bivariate distribution q, we study r×s-valued bivariate distributions p with marginals a and b minimizing f-divergences D(p,q). Such distributions p are the least distorted adaptations of distributions q to given marginals a, b when distortions are measured by f-divergences. They are applicable e.g. in transport, artificial inteligence, communication and sociometry. In our research (i) formulas for solutions p are found for all differentiable strictly convex f, (ii) algorithms for recursive approximation of these solutions are proposed for the function f(t) = tlnt leading to the classical information divergence and the function f(t) = t(t-1) leading to the classical chi-squared divergence, and (iii) these algorithms are programmed. The results of our effort will be outlined in the talk and illustrated on concrete sociometric data.

Petr Tichavský (Inst. of Information Theory and Automation, Czech R.)

Methods of Artefact Elimination in EEG Data Using Independent Component Analysis.

In this lecture, several state-of-art algorithms to perform independent component analysis will be presented, including both (A) algorithms that utilize non-Gaussianity of the original signals, and (B) algorithms that are based on differences in time correlation functions of the signals. Several case study examples will be presented to shown how these algorithms can be used for elimination of artifact of different kind in Electroencephalograms, or for separation of epileptic activity (if it is present).
Petr Somol (Inst. of Information Theory and Automation, Czech R.)

Short Overview of Feature Selection Algorithms.
We'll give an overview of recent feature selection (FS) techniques in statistical pattern recognition. We will discuss the impact of FS to classification performance and processing costs, we will shortly compare sequential search methods, evolutionary approaches and mixture-based approaches. We will discuss the problem of optimality of FS results and summarize recent evolution in the field.
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Giuseppe Scarpa (Inst. of Information Theory and Automation, Czech R.)
Unsupervised Texture Segmentation by Spectral-Spatial-Independent Clustering.
A novel color texture unsupervised segmentation algorithm is presented which processes independently the spectral and spatial information. The algorithm is composed of two parts. The former provides an over-segmentation of the image, such that basic components for each of the texture which are present are extracted. 

The latter is a region growing algorithm which reduces drastically the number of regions, and provides a           region-hierarchical texture clustering. The over-segmentation is achieved by means of a color-based clustering (CBC) followed by a spatial-based clustering (SBC). The SBC, as well as the subsequent growing algorithm, make use of a characterization of the regions based on shape and context. Experimental results are very promising in case of textures which are quite regular.
Michal Haindl (Inst. of Information Theory and Automation, Czech R.)

Pavel Žid (Inst. of Information Theory and Automation, Czech R.)

Multimodal Range Image Segmentation by Curve Grouping.

A novel efficient range image segmentation method for scenes comprising general faced objects is introduced. The range segmentation is based on a recursive adaptive probabilistic detection of step discontinuities which are present at object face borders on mutually registered range and intensity data. Detected face outlines guides the subsequent region growing step where neighbouring face curves are grouped together. Region growing based on curve segments instead of pixels like in the classical approaches significantly speed up the algorithm. The exploitation of multimodal data significantly improves the segmentation quality.
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______________________________________________________________________________________________________________________________________________________________________________________________
December 20, 2005; Afternoon Session   –   Chairman:  Miroslav Šimandl
Jaroslav Knybel (Iniversity of Ostrava, Czech R..)
Jaroslav Procházka (OASA COMPUTERS, Ltd.)

Using Formal Method for QI Information System.
The new approach in information system automation is process or workflow management. For unskilled user is important, when the business processes of company are described. Then, according to this description are users led correctly in their work. The business (application) model can be caught in finite state machines and its variations. Petri net can be used for process definition in process wizard. Sometimes unclear state occurs, for its description can be fuzzy logic IF-THEN rules used. We explain what process wizard is, what should contain and outline how it could be implement in IS QI. We also introduce Petri nets with fuzzy approach for process description.

Miroslav Kárný (Inst. of Information Theory and Automation, Czech R.)

Towards Bayesian Multiple-Participant Decision Making.
within the cybernetics domain. The Bayesian DM is the only known systematic design methodology. Similarly to others, it suffers from the “curse of dimensionality”: the optima (MP) with limited ability to perceive, communicate, remember and evaluate – seems to be the only via l solutions can rarely be implemented. Use of the distributed version – which concerns DM of multiple participants ble remedy. The research running within the DAR center tries to develop the applicable version of distributed Bayesian DM. This requires to complement the standard Bayesian learning and DM strategy design by new operations specific to the MP setup. Just merging of probabilistic models and distributions expressing DM aims seems to be needed. The usual incompatibility of merged distributions and apparent arbitrariness of merging ways are addressed. The need for an implementable variant makes us focus on universal approximations based on finite probabilistic mixtures. This requires the feasible estimation of mixtures with dynamic components and weights. Moreover, the inevitably limited analytical insight into properties of proposed solutions makes us to devote a substantial effort to creating MP DM simulation tools. The feedback from application partners is obtained via the use of software that allow them to solve efficiently their problems. The presentation expands these points and prepares the contributions dealing with these aspects.

Jan Kracík  (Inst. of Information Theory and Automation, Czech R.)

Information Exchange Between Bayesian Agents.
cooperation is a mutual exchange of individual knowledge pieces, which are, in case of Bayesian decision makers, epresented by probability density functions. As individual participants may use completely different parameterized models, the knowledge can be exchanged only by sharing probability density functions of quantities describing data which are in common of communicating participants. In the presentation, a promising, technically feasible method, which allows a Bayesian decision maker to utilize an information in form of a probabilistic model of data will be proposed. The presented method is consistent with Bayesian learning from data - learning from an external probabilistic model is equivalent to the ordinary Bayesian learning, if the external model is described by an empirical distribution.

Josef Andrýsek  (Inst. of Information Theory and Automation, Czech R.)

On Bayesian Mixture Participants.
combination of simpler models called components, the coefficients of the convex combination are called component weights. If the components model the temporal dependency of data samples, we speak about dynamic components, otherwise, we speak about static components. Similarly, if the component weights depends on historical data, they are called dynamic, otherwise, they are called static. Currently, mixtures with dynamic components and static weights are used. Exact Bayesian inference of their parameters is not tractable and some approximations of Bayesian learning has to be used. The quasi-Bayes approximation and projection-based approximation was exploited to solve this task. Mixtures with static weights were successfully used in many application domains, however, for some data sets, this approach does not provide an acceptable solution. This indicates that the descriptive power of the model is not sufficient. The aim of this contribution is to introduce mixtures with dynamic weights and to present a way of using projection based estimation (PB) for their approximate inference. PB estimation is based on minimization of Kullback-Leibler divergence between “correct” posterior density and posterior density from given predefined class of good properties. The recommended argument order is used. With suitable choice of the class of posterior densities, the minimization problem can be converted to simpler problem of evaluation of moments of multivariate probability density functions. Monte-Carlo techniques or other established methods can be then used. The presentation will focus on the derived inference algorithm. Its behavior will be illustrated on simple examples.
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Jiří Řehák (ELTODO, dopravní systémy, Ltd.)
The Comparison of Traffic Control Approaches in Urban Areas.
The traffic control in urban areas represents sophisticated problem without optimal solution. Several approaches have been developed and realized in the world. General overview of approaches for traffic control in urban areas will be presented with emphasis to up-to-date solutions based on adaptive control. The comparison of control methods will be presented with respect to several criteria. The advantages and disadvantages of centralized, decentralized, rule based and hybrid control methods will be compared. As example the adaptive control system in Prague in Smichov Area will be discussed with focus on real experiences during realization. The real impact on traffic based on results of system evaluation provided in autumn 2005 will be presented.

Jitka Homolová (Inst. of Information Theory and Automation, Czech R.)

Hierarchical Control in Traffic.
Increasing number of cars, especially in big cities, becomes very pressing. Existing ways of traffic control are insufficient and it is necessary to look for some more efficient way of control, such that is able to “see” the traffic situations more globally and which is able to learn and adapt according to the actual traffic situation. In the lecture, a new hierarchical approach to the control of a large transportation area will be presented. The basic modelled element is a traffic microregion. It is a collection of junctions controlled by signal lights and the arms connecting the junctions and possessing measurement devices giving transportation data. The result is state-space model describing the lengths of queues standing in the arms of controlled junctions. The model is estimated using Kalman filter. After estimation of the queues, the optimization is performed, minimizing the weighted sum of the next queues by proper setting of greens proportions. For optimization, linear programming is used. Now, optimal control of each microregion means a fight between them. That is why some superior layer of control is necessary to coordinate them. This control is achieved with practically the same type of model, when the analogy between junction and microregion is considered (e.g. queue length - number of cars in microregion, etc.). The goal is to keep all the microregions equally loaded. The algorithms of the estimation and optimization have been tested on traffic simulator AIMSUN and they seem very promising.

Václav Šmídl (Inst. of Information Theory and Automation, Czech R.)

Jan Přikryl (Inst. of Information Theory and Automation, Czech R.)

Multiple-Participant Decision Making for Urban Traffic Control.
This work is concerned with application of the ongoing research in the area of multiple-participant decision-making. Specifically, decision making (i.e. control) of traffic flow in urban areas is considered. Both areas, i.e. multiple participant decision making and the problems of traffic control, has already been presented, hence we address the detailed problems of distributed decision making in this domain. The problem of urban traffic control is very suitable for distributed control, since there exist a well justified decompositions of the controlled system. A lot of work on this topic has already been presented in the area of multi-agent approach to traffic control. Recall, that in this domain, the main means of control are the ratios of periods of green light on junctions. Hence, the basic decision-making unit is the controller of green light in a single junction. Notably, this decomposition is used in the current control systems, where the signal plans are developed for a single junction and then synchronized between junctions. The challenge is to achieve this in an automatic (and optimized) way. In order to achieve this goal, we will use the approach developed in the area of multiple-participant decision making, namely fully probabilistic design accompanied by merging of probability distributions. Recall, that the technique of FPD yields optimal decision making strategy from the probabilistic models of the system and its desired behaviour. The task of application of the general theory is than reduced to proper mathematical modelling of the system. Specifically, we need to select the variables of interest, their desired values and their probabilistic modelling. Success of the approach is heavily dependent on correct parameterization of the traffic system. We will present a proposition of such modelling. The probabilistic description of the underlying real system is based on state-space approach. Description of the desired behaviour, i.e. the ideal distributions, are defined on the same state variables and observed variables. Further development of this proposition is dependent on verification by software simulation and comparing with the real system.
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