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Václav Šḿıdl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .18

Constrained State Estimation
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Tomáš Hobza, Domingo Morales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Canonical Tensor Decomposition and Its Use in Feature Extraction and Signal Classification, and in
Blind Separation of Underdetermined Mixtures
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Material Classification with Minimal Feature Sets

Jan-Mark Geusebroek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Poster Session . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

Colour Texture Representation Based on Multivariate Bernoulli Mixtures
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Peter Sussner, Marcos E. Valle, Ricardo de A. Araújo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
F-Transform for Image Fusion Algorithms
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Morphological and Hybrid Morphological/Linear Neural Networks:
Lattice-Theoretical Foundations and Applications in Time-Series Prediction

1Sussner Peter , 2Valle Marcos E. , 3Araújo Ricardo de A.

A morphological neural network (MNN) is generally defined as a type of artificial neural network that
performs an elementary operation of mathematical morphology at every node, possibly followed by the
application of an activation function. The underlying framework of mathematical morphology can be
found in lattice theory.

Morphological and hybrid morphological/linear models have found a variety of applications such as
classification, prediction, automatic target recognition, handwritten character recognition, landmine de-
tection, face localization, robot vision, and hyperspectral image analysis. In particular, fuzzy morpholog-
ical associative memories (FMAMs) and hybrid feedforward neural networks that include a morphological
module have recently been successfully applied in the domain of time-series forecasting.

In this talk, we briefly review the mathematical background, the architectures, and the training algo-
rithms of MNNs and some related approaches towards computational intelligence based on lattice theory.
Special emphasis is placed on FMAMs and hybrid morphological/linear perceptrons. For these models,
we provide some experimental results in time-series prediction. Moreover, we point out the advantages
and deficiencies in comparison to other predictors. Finally, we address directions and challenges for
further research.

1University of Campinas, Department of Applied Mathematics, Brazil, sussner@ime.unicamp.br
2University of Londrina, Department of Mathematics, Brazil, valle@uel.br
3[gm]2 Intelligent Systems, Information Technology Department, Brazil, araujora@gmail.com
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F-Transform for Image Fusion Algorithms

1Perfilieva Irina , 2Daňková Martina , 3Hod’áková Petra , 4Vajgl Marek

The contribution is focused on the application of F-transform [2] to the problem of image fusion. We
propose [1, 3] to decompose an image according to a fuzzy partition of an area, analyze each part, and
then aggregate results into a final representation (fusion).

On different examples, we show that the proposed approach can be successfully applied in cases when
input images are available as either multi-focus input images or multi-sensor input images. In the first
example with multi-focus input images, the fusion algorithm produces an original image. In the second
example, the fusion algorithm is applied to channel images taken by sensors with different illumination
spectra. We show that our method has better quality than the known benchmark. In the third example,
we fuse two brain MRI images and by this, significantly improved the visibility of pathological parts.
Last, but not least, a complexity of the proposed algorithm is estimated and a measure of degradation
of an image is proposed.

References

[1] M. Daňková and R. Valášek, “Full fuzzy transform and the problem of image fusion,” Journal of
Electrical Engineering, vol. 12, pp. 82–84, 2006.
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and Electron Physics, P. W. Hawkes, Ed. San Diego: Elsevier Academic Press, 2007, vol. 147, pp.
137–196.
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LFL Forecaster - Time Series Forecasting Software

1Pavliska Viktor , 2Vav̌ŕıčková Lenka

LFL Forecaster is a specialized software tool for an analysis and forecasting time series created on
Institute for Research and Applications of Fuzzy Modeling (IRAFM). It is based on two methods originally
developed by members of IRAFM. The first method is based on the notion of fuzzy transform [2] and
the second one employs the linguistic rules using fuzzy logic and deduction [1].

The idea of the fuzzy transform is to transform a given function defined in one space into another,
usually simpler space, and then to transform it back. The simpler space consist of a finite vector of
numbers. The reverse transform then leads to a function, which approximates the original one.

Fuzzy IF-THEN rules can be understood as a specific conditional sentence of natural language of the
form

IF X1 is A1 AND · · · AND Xn is An THEN Y is B,

where A1, . . . , An and B are evaluative expressions (very small, roughly big, etc.). The part of the rule
before THEN is called the antecedent and the part after it is called the consequent. Fuzzy IF-THEN
rules are usually gathered in a linguistic description

R1 := IF X1 is A11 AND · · · AND Xn is A1n THEN Y is B1,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Rm := IF X1 is Am1 AND · · · AND Xn is Amn THEN Y is Bm.

Let time series xt, t = 1, . . . , T is viewed as a discrete function and let Fn[x] = [X1, . . . , Xn] be an
fuzzy transform of the function x with respect to the given fuzzy partition. Logical dependencies between
components X1, . . . , Xn may be described by the fuzzy rules. These rules are generated automatically
from the given data and are used for forecasting the next components. Fuzzy transform components as
well as their first and second differences are used as antecedent variables.

The inverse fuzzy transform serves for modeling of so called trend-cycle [3]. Trend-cycle serves us to
get pure seasonal components. The specific inference method - perception-based logical deduction [1] -
is used for the trend-cycle forecast. The seasonal components are forecasted autoregressively. Finally,
both forecasted components - trend-cycle and seasonal - are composed together to obtain the time series
forecasts.

References

[1] V. Novák, I. Perfilieva. On the Semantics of Perception-Based Fuzzy Logic Deduction. International
Journal of Intelligent Systems, 19, 1007–1031, 2004.

[2] I. Perfilieva. Fuzzy Transforms: theory and applications. Fuzzy Sets and Systems, 157, 993–1023,
2006.

[3] V. Novák, M. Štěpnička, A.Dvořák et al. Analysis of Seasonal Time Series Using Fuzzy Approach.
INT J GEN SYST., 39, 305–328, 2010.
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Using Fuzzy Approach to Improve Software Support and Maintenance Process

1Procházka Jaroslav , 2Klimeš Cyril

Our work this year elaborates and practically evaluates last year’s results. We defined empirical
patterns (software support and maintenance) in several problem domains and used best practices derived
from standards (Information Systems security) to verify defined model supporting decision making under
uncertainty. Mentioned problem domains were chosen based on the fact that vagueness is natural input
for rather engineering and/or formal steps. We defined four step general model supporting reasoning.
Fuzzy logic is used as mean of expression of vague terms. Model itself comprises of four following steps:

• Selection of relevant data,

• Application of defined rules,

• The mapping for modeling the effects of admissible solutions,

• The mapping for acceptance of the solution itself.

Thanks to the fact, that the described problem areas are pretty complex in term of input variables,
we use hierarchical model in LFLC to process more input variables. As a tools support we have chosen
LFLC 2000 and Fpn2lfln tool developed in IRAFM (Institute for Research and Applications of Fuzzy
Modeling) institute in Ostrava.

This paper summarizes the model, chosen approach, results and next steps.
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A Characteristic Imset – an Alternative Representative of a BN Structure

1Studený Milan , 2Hemmecke Raymond , 3Lindner Silvia

First, we recall the basic idea an algebraic and geometric approach to learning a Bayesian network
(BN) structure proposed in [1]: to represent every BN structure by a certain uniquely determined vector.
The original proposal was to use as an algebraic representative of a BN structure so-called standard
imset, which is a vector having integers as components. In this paper we propose even simpler algebraic
representative, called the characteristic imset. It is a vector having only zeros and ones as components,
obtained from the standard imset by an affine transformation. In particular, every reasonable quality
criterion is an affine function of the characteristic imset. The characteristic imset is much closer to the
graphical description: we establish a simple relation to any chain graph without flags that defines the BN
structure. In particular, we are interested in the relation to the essential graph, which is a classic graphical
BN structure representative. In the end, we discuss two special cases in which the use of characteristic
imsets particularly simplifies things: learning decomposable models and (undirected) forests.
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Probabilistic Troubleshooting: Open Problems and Performance of Heuristics

1Ĺın Václav

In decision-theoretic troubleshooting, we try to find efficient repair strategy for a malfunctioning
device described by a formal model. The probabilistic troubleshooting problem [1] is given by a set
F = {F1, . . . , Fm} of possible faults, a set A = {A1, . . . , An} of available repair steps, and a probabilistic
model P (F ∪A) describing interactions between the elements of A and F . Each action Ai bears a cost Ci
and can either fail (Ai = 0) or fix the fault (Ai = 1). It is assumed that exactly one fault is present in
the modeled system. Let π = {π(1), . . . , π(n)} denote a permutation of indices 1, . . . , n; then the repair
strategy is a sequence s = [Aπ(1), . . . , Aπ(n)] of actions performed until the fault is fixed or all actions
are exhausted. Thus, action Aπ(i) will be performed only if all the preceding actions fail, i.e. Aj = 0 for
j = π(1), . . . , π(i− 1). To solve the troubleshooting problem, we have to find a repair strategy with the
lowest expected cost of repair:

ECR(s) =
n∑
i=1

Cπ(i) · P
(π(i−1)⋃
j=π(1)

{Aj = 0}
)
.

This problem has received a significant attention (see the references in [5, 6, 1, 3]). Brute-force enumer-
ation of the n! sequences is intractable even for small n; however, under certain restrictions the problem
is solvable in polynomial time [5, 3]. In other settings it is NP hard [6].

In the presentation, we are going to survey the state-of-the-art and the open problems — there
are troubleshooting scenarios where the complexity is unknown, and the approximability [4] of known
NP hard scenarios has not been studied at all. Further, we are going to present results of empirical
evaluation of heuristic algorithms proposed in [2, 3].
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Independence and Factorization

1Jiroušek Radim

In probability theory, the concepts of independence and factorization are closely connected; due
to famous Factorization Lemma [1] from some points of view they even coincide. But still under a
detailed study they may differ from each other. For example, when considering probabilistic independence
complying also with the notion of logical independence (as Coletti, Scozzfava, Vantaggi [4] and some other
authors do), one gets an asymmetric notion that manifest different properties from those which hold for
factorization. Therefore, it is clear that one has to differentiate which of these two notions is to be used
in dependence of the problem solved. The situation becomes even more complicated when one starts
considering other than probabilistic theoretical framework. For example, when considering Dempster-
Shafer theory of evidence [2] there appear severe problems because one cannot rely upon existence of
”density function” and there is no generally accepted notion of ”conditional belief function”. In spite of
this we have succeeded in defining the notion of factorization and so a natural question arises, which will
be put to the audience: Are we entitled to take the notion of factorization as a basis for defining the
notion of independence?
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Global Classification of Aggregation Functions

1Mesiar Radko , 2Komorńıková Magda

Classification of objects considered in any domain is an important tool for the transparentness, better
understanding of the considered domain, but also for construction and application of discussed objects.
As an example, recall conjunction operators in many–valued logics. They are characterized by the
boolean conjunction of propositions ”i–th input is greater or equal to the output”. Similarly, disjunction
operators are characterized by the boolean conjunction of propositions ”i–th input is smaller or equal to
the output”. The aim of this contribution is to open the topic of classification of aggregation functions
acting on bounded posets (covering, among others, conjunction and disjunction operators in many–valued
logics). In the area of aggregation functions acting on real intervals, such a classification was proposed
by Dubois and Prade at AGOP’2001 conference in Oviedo, see also [6]. In Dubois – Prade approach,
conjunctive, disjunctive, averaging and remaining aggregation functions were considered, defined by their
relationship to Min and Max functions. The class C of all (n–ary) conjunctive functions (acting on a real
interval [a, b]) is characterized by the inequality A ≤Min, while the inequality A ≥Max is characteristic
for the disjunctive aggregation functions. Concerning the averaging aggregation functions, they should
satisfy Min ≤ A ≤ Max. To exclude the trivial overlapping of conjunctive and averaging (disjunctive
and averaging) aggregation functions, the class P of pure averaging aggregation functions consists of all
averaging aggregation functions up to Min and Max. Denoting A the class of all aggregation functions
(n–ary, on real interval [a, b]), R = A\(C ∪ P) consists of all remaining aggregation functions, which are
neither conjunctive, nor disjunctive nor averaging. Thus this standard classification (C,D,P,R) forms a
partition of the class A. In several domains we need to classify the aggregation of more complex objects,
which rarely form a chain, but they can be considered as elements of some (bounded) lattice or poset (we
will use this abbreviation for a partially ordered set throughout this paper). This is, for example, the case
of aggregation of fuzzy sets (intersection, union), of distribution functions (convolution), etc. However,
such a classification of aggregation functions on posets is missing in the literature so far. Obviously, we
cannot repeat the approach of Dubois and Prade once Min and Max are not defined.

Acknowledgment. The research summarized in this paper was supported by the Grants APVV–0012–07 and VEGA 1/0080/10.
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Shapley Value: Variations and Applications

1Vlach Milan

Recall that basic data specifying a cooperative game with transferable utility are composed of a
nonempty set of players and a real-valued function defined on the power set of the set of players. There
is a variety of solution concepts for such games. Some solutions consist of sets of payoff vectors, while
others are represented by a single payoff vector. An important solution concept of the latter category is
the Shapley value introduced by Lloyd S. Shapley in 1953.

The Shapley value not only belongs to the most studied and important solution concepts of cooperative
game theory but it is also an easily tractable mathematical object with a remarkably wide range of
practical applications. In the first part, after necessary preliminaries, we will be looking at basic properties
and characterizations of the Shapley value for transferable utility games with a finite number of players.
Afterwards, we consider some of the most frequent variations (generalizations and particularizations) of
the Shapley value. We conclude with a brief discussion of applications in diverse areas of economics and
political science.
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Disparity Based Hybrid Registration as Background for Substantial Improve-
ment in 3D Subtractive Angiology

1Jan Jǐŕı , 2Maĺınský Miloš , 3Peter Roman , 4Oǔredńıček Petr

The lecture will describe an approach designed to improve results in CT based 3D subtractive an-
giography of lower extremities via better global but locally defined image registration. The principle of
subtractive angiography (SA) is simple and routinely used even in its 3D CT-based version; however,
still not quite perfect results are generally achieved. The examination consists in first providing natural
(pre-contrast) image data of the examined volume, then administering a contrast medium to the patient
that fills the vessel structure and finally obtaining the post-contrast CT image data. Assuming that there
is no movement of the patient between both CT scans, and also that no imaging distortions are involved,
the final 3D vessel structure image is then obtained by subtracting the pre-contrast image data from
the post-contrast ones. However, these assumptions are not perfectly valid in practice. The problem
of image registration in SA has been addressed in many publications, and presently, the commercially
available firmware algorithms are rather sophisticated. Thus, it was a challenging problem, formulated by
Philips Nederland, to achieve an improvement that would not only be quantitatively measurable but also
appealing to clinical radiologists. The crucial and very demanding step of the procedure is the spatial
registration of the acquired 3D volumes of pre- and post-contrast image data. These two sets are not only
mutually globally shifted and rotated due to patient movement between pre- and post-contrast image
acquisition but generally also geometrically distorted in a complicated way due to time-varying muscle
tense and tiny movements of extremities between and during the helical scans. The main problem is
thus to achieve the perfect (generally flexible and nonlinear) registration regardless of the unpredictable
distortions while taking into account the specific features of the concerned 3D image data. The results
(Fig. 11) of the procedure that will be described in the lecture are showing that a real improvement has
been achieved compared to what is obtained by standard professional software when applied to the same
raw data.

Figure 1: Comparison of the vessel tree reconstruction by commercial firmware of a modern radiological
workstation (left) versus results of the presented method (right).
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Regularized Image Reconstruction in Multimodal 3D Ultrasound Transmission-
Tomography

1Jǐŕık Radovan , 2Peterĺık Igor , 3Fousek Jan , 4Jan Jǐŕı , 5Zapf Michael , 6Ruiter Nicole

The contribution presents the current advance in sound-speed image restoration for 3D ultrasound-
transmission tomography. Our research is focused on a fully 3D ultrasound computer tomography
(USCT)[1], compared to other research groups working on 2D USCTs (data acquisition and process-
ing in 2D planes moved through the images object). The fully 3D USCT technology results in a better
spatialresolution in the third dimension. On the other hand, several additional challenges have to be
dealt within 3D USCT: low signal-to-noise ration (SNR), sparsity of the transducer distribution and the
need forprocessing of the complete 3D dataset at once.This contribution is focused on reconstruction of
sound-speed images, as one possible imaged parameter map obtained from the USCT dataset. Algebraic
reconstruction technique is applied and modifiedto enable image reconstruction for the 3D USCT system.
3D regularization is added to the classicalalgebraic reconstruction to deal with the trasducer sparsity and
low SNR [2]. Furthermore, 2D synthetic aperture focusing is used to improve the SNR, suppress diffrac-
tion andpartly to decrease the level of transducer sparsity. Furthermore, estimation of the SNR in each
radiofrequency signal is used to omit low-SNR signals from the reconstruction process. A distributed-
computing implementation was designed to make the processing of the complete dataset(20GB) possible.
For this purpose, MATLAB Distributed Computing Server toolbox was used on Meta-Centrum compu-
tational resources.Tests on synthetic data and measured phantom data are presented. The sound-speed
images are alsoapplied to reflectivity reconstruction to compensate for phase front abberation.
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Monte Carlo Simulation of PET Images for Injection Dose Optimization

1Boldyš Jǐŕı , 2Dvǒrák Jǐŕı

When a patient is examined by positron emission tomography (PET, [1]), radiotracer dose amount
has to be determined. However, the rules used nowadays do not correspond with practical experience.
Slim patients are given unnecessary amount of radiotracer and obese patients would need more activity
to produce images of sufficient quality.

We have built a model of a particular PET scanner. At the same time, we have approximated human
trunk, which is our region of interest, by a cylindrical model with segments of liver, outer adipose tissue
and the rest. We have performed intensive Monte Carlo simulations of PET imaging using the simulation
package GATE [2].

Under reasonably simplifying assumptions, we have developed curves, which recommend amount of
injected activity based on body parameters to give PET images of constant quality. The dependence
qualitatively differs from the rules used in clinical practise nowadays. It turns out that it is sufficient for
slim patients to be exposed to less radioactivity. On the other hand, for severely obese patients there is
limitation inherent to the imaging physics to get an image of sufficient quality.
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Recent Advances in Forensic Imaging

1Mahdian Babak , 2Saic Stanislav

The art of making image fakery has a long history. But, in today’s digital age, it is easily possible
to change the information represented by an image without leaving any obvious traces of tampering.
Therefore, verifying the integrity of digital images and detecting the traces of tampering without using
any protecting pre–extracted or pre–embedded information have become an important research field
[3, 1]. This summary represents a categorization of references on blind methods for detecting image
forgery. By word blind we refer to those methods using only and only the image function to perform
the forgery detection task. Blind methods are mostly based on the fact that forgeries can bring into the
image specific detectable changes (e.g., statistical changes).

In this summary we try to design a detailed classification group and fit the existing references into
this classification. We mainly will talk about the forensic methods analyzing the followings:

• Near-Duplicated Image Regions [5]

• Computer Graphics and Paintings [6]

• JPEG and Compression Properties [2]

• Interpolation and Geometric Transformations [4]

• Image Splicing [7]

• Color Filter Array and Inter Pixel Correlation [8]

• Local Noise [9]
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Forgetting-based Estimation of Stationary Parameters in Marginalized Particle
Framework

1Šḿıdl Václav
Particle filtering is a popular approximation of Bayesian filtering, i.e. on-line recursive evaluation

of posterior distribution of unknown time-varying quantities. Its success is documented by a range of
applications in object tracking, navigation, video processing, etc. A known weakness of the particle
filtering is its inability to estimate stationary or slowly-varying quantities, which are typically called
parameters. Theoretical studies suggest that this task is perhaps impossible as the posterior density
degenerates in time [1, 4].

The marginalized particle filtering arise for specific problems that allow analytical marginalization
over a part of the unknowns. If the marginalization is over the stationary parameters and the resulting
marginal density has sufficient statistics, it is known as particle learning. In effect, each particle carries
sufficient statistics of the parameters. This approach was believed to mitigate the problems with station-
ary parameters [2], however, extensions of the previous analytical results to this case points out the same
degeneracy as in the non-marginalized case [3].

A heuristic approach to avoid degeneracy of the posterior density is the use of classical forgetting tech-
niques developed for recursive estimation with sufficient statistics [5]. This approach has been shown to
avoid the degeneracy problem in simulation [6]. In this contribution, we will demonstrate the degeneracy
problem on some simulated examples. Various forgetting techniques, such as scheduling of the forgetting
factor, will be compared. An informal theoretical justification of the use of the forgetting approach will be
given as well as its potential limitations. In summary, estimation of the stationary parameters in particle
filtering (as well as marginalized particle filtering) is still an open problem. Application of the forget-
ting technique allows to estimate slowly varying parameters. Its application to stationary parameters is
suboptimal, however, it may be sufficient for many practical applications.
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[6] S. Saha, E. Özkan, V. Šmı́dl, and F. Gustafsson. Marginalized particle filters for Bayesian estimation
of noise parameters. In Proceedings of the 13th International Conference on Information Fusion,
Edinburgh, UK, 2010.

1Institute of Information Theory and Automation, department of Adaptive Systems, smidl@utia.cas.cz



Data - Algorithms - Decision Making, December 2 - December 4, 2010 19

Constrained State Estimation

1Straka Onďrej , 2Šimandl Miroslav

State estimation of dynamic stochastic systems is of extreme importance in a range of various fields
both technical and non-technical. The goal of state estimation is to find an estimate of a state which is
observed through a set of measured quantities. The system is described by a state space model consisting
of a difference equation, describing the dynamics of the state, and of an algebraic equation describing
the relation between the state and the measurement. Both equations are considered to be stochastic to
account for possible uncertainties in the state or measurement.

In some cases also an additional information about the state is known. This information appears as a
constraint for the state variable that often describes a physical quantity present within the system. The
constraints then arise due to physical laws, technological limitations, kinematic constraints or geometric
considerations of the system [1, 2]. Mathematically, the constraints are often given by a set of linear or
nonlinear equalities or inequalities. Taking the constraints into account within the estimation problem
leads to the constrained state estimation problem.

Within the last decade, several approaches to solve the constrained estimation problem have been
proposed. The most notable approaches are: reparametrizing and pseudo-measurement approaches [3, 4],
optimization approaches [5], and projection and truncation approaches [6, 7, 8, 9, 10]. The presentation
will discuss these approaches to provide a brief survey.
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Improving Fault Detection Quality by Delaying Decision Making

1Punčochá̌r Ivo , 2Šimandl Miroslav

The problem of decision making under uncertainty arises in many settings ranging from quality con-
trol to fault detection [3]. In the case of fault detection, the aim is to design a detector that generates
decisions about the occurrence of a fault in an observed system. Depending on a particular application
area, the emphasis is usually put on different properties (e.g. the delay for detection, the false alarm and
missed detection rates) of the designed detector [5]. Moreover, since some of these properties represent
contradictory objectives, a compromise has to be searched for while designing the detector. One of these
compromises, that is inherent in all fault detection problems, is the trade-off between the delay for detec-
tion and the quality of decisions. The resulting compromise is commonly dictated by the requirements
expressed in the terms of the detector properties. By examining a basic premise of fault detection, it is
possible to introduce a new level of this compromise.

In the majority of the fault detection problems, each decision refers to a state of the observed system
at the current time step. However, there are specific applications in which it may be worthwhile to defer
the decision and thus utilize a larger data set. From the estimation point of view, which is an integral part
of virtually all decision making processes, it means that smoothing estimates may be employed instead
of the filtering ones. Typical examples include: a detector with an event-driven smoothing, a detector
with deferred decisions, and a batch data analysis. Although the general idea of delayed decision making
can certainly be applied in several fault detection methods, multiple model fault detection is considered
as a representative case.

The multiple model approach represents a favorite and successful modeling tool for describing systems
that may undergo abrupt changes. Besides fault detection [4], the multiple model approach is widely
used in many application areas such as state estimation [7], adaptive control [1] and target tracking [2].
In in this work, the goal is to design a fault detector with delayed decision making in the multiple model
framework. The fault detection problem is formulated as a dynamic optimization problem, and the
optimal solution is derived using the closed loop information processing strategy (IPS). Additionally, the
equivalence of that solution to the solution based on the open loop feedback IPS is demonstrated. To
enable deferred decision making, a smoothing algorithm known as the Rauch-Tung-Striebel [6] smoother
is employed for obtaining the smoothed estimate of the state. The difference in quality between the
immediate and deferred decisions is illustrated by means of a numerical example.
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Towards Bounded Estimates of Model Parameters
Pavel Ettler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Nonlinear State Estimation with Missing Observations Based on Mathematical Programming
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Towards Bounded Estimates of Model Parameters

1Ettler Pavel

Model-based prediction is frequently used for industrial control or monitoring purposes. It can be
based on recursive Bayesian parameter estimation representing theoretically consistent treatment of un-
certainty. In a special case – under the assumption of normal probability distribution of all processed
quantities and when restricted to the linear normal autoregressive model with external variables (ARX)
– it leads to the very efficient and numerically robust algorithm.

Industrial applications often work with a mathematical model, the structure of which is based, at least
to some extent, on a physical model of the process (so called gray box modeling – see e.g. [1]). Recursive
estimation can track parameter changes caused either by a real change of some physical parameter of the
process or compensating imperfect matching of the process and its model. For unrestricted estimation,
parameter estimates may occur in regions, which are formally correct but physically unreasonable. Then,
especially in the case of an abrupt change of some physical parameter of the process, behavior of a
corresponding predictor or controller can become undesirable. Intrinsic application of constraints to the
parameter estimates could be beneficial in such cases.

Existence of bounded intervals for acceptable model parameters can be well respected within Bayesian
framework. It suffices to restrict support of their prior distribution to this range. For recursive use, this
possibility has been theoretically elaborated in [2] for a Gaussian parametric model and in [3] for a
uniform parametric model. An alternative, albeit suboptimal solution has been sought to be practically
applicable in metal processing industry. Possible solution [4] is based on simultaneous run of two or more
proven estimators different in applied process models. Simulated and real data tests outlined potential
benefits of the algorithm.
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1COMPUREG Plzeň, s.r.o., ettler@compureg.cz



Data - Algorithms - Decision Making, December 2 - December 4, 2010 23

Nonlinear State Estimation with Missing Observations
Based on Mathematical Programming

1Pavelková Lenka

The contribution deals with two problems in the state estimation – a bounded uncertainty and miss-
ing measurement data – which frequently occur in many practical application. An algorithm for the
state estimation of a non-linear discrete-time state-space model with bounded uncertainty (SU model) is
proposed here that copes with situations when some data for identification are missing. An estimation
of the state and measurement noise bounds is included into the proposed algorithm.

The Bayesian approach is used and maximum a posteriori probability estimates (MAP) are evaluated.
As the model uncertainties are supposed to have a bounded support, the searched estimates lie within
an area that is described by the system of inequalities. In consequence, the problem of MAP estima-
tion becomes the problem of nonlinear mathematical programming (NLP). The estimation with missing
measurements data reduces to the omission of corresponding inequalities in NLP formulation.

The proposed estimation algorithm is applied to the off-line estimation of a moving vehicle position.
The position is measured by global positioning system (GPS) but outages occur in the measurements.
During these outages, the actual position is estimated using data from the inertial measurement sensors
as velocity and yaw rate. A model of the moving vehicle is constructed using kinematics laws. This model
can be applied on an arbitrary type of ground vehicle.

The contribution also discusses a setting of initial conditions for the estimation process. To prevent
numerical instability of the algorithm based on NLP, a starting point of the optimization has to be
set appropriately. Here, we propose its setting in the following way. We construct simplified model of
moving vehicle whose states coincide with states of the proposed non-linear SU model. The obtained
linear uniform state-space model is estimated and resulting state estimate is set as a starting point for
the subsequent NLP.

The proposed algorithm is an alternative to the standardly used Kalman filter based algorithms. It
is simple to perform and it need no demanding initial setting. Introduced model uses readily available
data.
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Urban Traffic Control – Field Test and Evaluation

1Přikryl Jan

In winter 2010, the final test of our traffic control system HRSD took place in real traffic conditions,
controlling two intersections at the Zlič́ın shopping center area in Prague [1].

Numerous data modalities have been collected during the HRDS test and during the reference run
of the uncontrolled system. These include data from the ELS Area system (vehicle counts and detector
occupancies, signal state changes, requested signal plans), from HRSD (preprocessed counts, occupancies,
real phase lengths). Approximately 350GB of video data and some travel times on approaches to one of the
tested intersections data have been collected automatically. In addition, manual travel time measurement
sessions tool place on two distinct week days during system test.

There is a slight discrepancy in the literature concerning the question what shall be considered as an
ultimate performance measure for a traffic control system. Indeed, there are several mutually contradic-
tory aspects that such a system should address: an optimal control system helps to maintain a minimal
ecological footprint of the controlled traffic, which means keeping the traffic flow as steady as possible,
with minimum number of interruptions. At the same time we need to keep the delay of drivers minimal,
as the system-optimal delay from the environmental point of view may be too long for common drivers to
accept it. Also, our equipment lacks the ability to provide us with point-to-point travel times, with the
exception of one approach were the travel times were measured using RFID technology for the purposes
of another project. The following quantities were therefore evaluated in our test:

• travel times (manual, RFID – indicates the total delay or speedup introduced by HRSD)

• detector occupancy (indicates waiting outside or inside the controlled system)

• phase length deviations from the requested values (these indicate how good our model is in pre-
dicting the within-cycle phenomena)

Preliminary results show that while in shorted periods our system introduces some delays and causes
longer waiting times, from the long-term viewpoint HRSD reaches approximately 5 % reduction in occu-
pancy within the controlled area (see Figure 11).
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Figure 2: Average occpuancy on a cross-section between intersections 5.495 and 5.601.
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Tomáš Hobza, Domingo Morales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Canonical Tensor Decomposition and Its Use in Feature Extraction and Signal Classification, and in
Blind Separation of Underdetermined Mixtures

Petr Tichavský . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28



26 6th International Workshop Jindřich̊uv Hradec

Asymptotic Properties and Numerical Comparison Spacings-based Power Di-
vergence Statistics

1Boček Pavel , 2Vajda Igor , 3van der Meulen Edward

The asymptotic results of [3] are specialized to the case of power divergence statistics, which are
generated by the so-called power functions φα defined for all powers α ∈ R. Closed form expressions
are obtained for the asymptotic parameters of these power divergence statistics for α ∈ (−1,∞), and
their continuity in α on the subinterval (−1/2,∞) is proved. These closed form expressions are used to
compare local asymptotic powers of tests based on these statistics. Tables of values of the asymptotic
parameters are presented for selected representative orders of α > −1/2. A program package PODISTAT
was developed for the evaluation of several power divergence spacings statistics. These programs are
applied to compare three families of spacings-based power divergence statistics for a specific hypothetical
distribution and two examples of data sets.
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Application of a Random Regression Coefficient Model to Small Area Estima-
tion

1Hobza Tomáš , 2Morales Domingo

One of the targets of sampling designs is to produce reliable direct estimates for some given domains.
Sample sizes within these planned domains are in general fixed a priori and large enough to achieve the
required efficiency conditions. If statisticians are also asked to produce estimates for smaller domains
(unplanned domains) the direct estimates are no longer precise as they are based on small sample sizes.
The small area estimation approach gives a solution to this problem by introducing models that borrow
strength from other areas and variables or from data relationships. The book of Rao (2003), and the
reviews of Ghosh and Rao (1994), Rao (1999), Pfeffermann (2002) and Jiang and Lahiri (2006), give nice
descriptions of this theory.

Coefficients of auxiliary variables (beta parameters) in the standard nested error model are not allowed
to vary across sampling units or domains. This assumption is too rigid in many practical situations. The
random coefficient models avoid this problem and give a more flexible way of modelling. This contribution
takes the idea of Moura and Holt (1999) of using multilevel models and investigate the application of
random coefficient models to the estimation of Spanish household normalized net annual incomes.
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Canonical Tensor Decomposition and Its Use in Feature Extraction and Signal
Classification, and in Blind Separation of Underdetermined Mixtures

1Tichavský Petr

Modern applications such as those in neuroscience, text mining, and pattern recognition generate mas-
sive amounts of multimodal data exhibiting dimensionality. Tensors (i.e., multi-way arrays) provide a
natural representation for such data, and tensor decomposition and factorizations are emerging as promis-
ing tools for exploratory analysis of multidimensional data, feature extraction and signal classification.
A few examples will be given.

The tensor decompositions can be also used to blindly separate underdetermined instantaneous mix-
tures of mutually independent nonstationary sources. The adjective underdetermined means that the
number of sources exceeds the number of channels of the available data. The separation is based on the
working assumption that the sources are piecewise stationary with a different variance in each block. It
proceeds in two steps: (1) estimating the mixing matrix, and (2) computing the optimum beamformer
in each block to maximize the signal-to-interference ratio of each separated signal with respect to the
remaining signals. Estimating the mixing matrix is accomplished through a specialized tensor decompo-
sition of the set of sample covariance matrices of the received mixture in each block. It utilizes optimum
weighting, which allows statistically efficient (CRB attaining) estimation provided that the data obey
the assumed Gaussian piecewise stationary model. In simulations, performance of the algorithm is suc-
cessfully tested on blind separation of 16 speech signals from 9 linear instantaneous mixtures of these
signals.
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Advances in Image Modelling and Recognition

1Haindl Michal

Recent achievements in the area of image modelling and recognition applied to multispectral bidi-
rectional texture function (BTF) synthesis and editing, unsupervised range video segmentation, content-
based image retrieval, illumination invariants, multichannel image restoration, and several other appli-
cations are briefly outlined. A novel generative colour texture model based on multivariate Bernoulli
mixtures [1] was developed for textile materials. Our efficient compound Markov random field model
[6] is capable of high quality modelling of real surfaces represented by the multispectral bidirectional
texture function. The model combines a non-parametric control random field with analytically solvable
widesense Markov representation for single regions. Another method for seamless enlargement and editing
of intricate near-regular type of BTF which contains simultaneously both regular periodic and stochastic
components was proposed. The algorithm combines our roller method for regular periodic components,
while the random part is synthesised from its estimated exceptionally efficient Markov random field based
representation. A content-based tile retrieval system [1] was built to ease labourious browsing of tile cat-
alogues. Single tiles are represented by our colour invariant textural features [8, 9]. An unsupervised
range video segmentation method based on a spatial Markovian model was published in [4]. The resulting
segmentation allows moving objects tracking and simultaneous estimation of their distance and velocity.
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Feature Selection in Statistical Pattern Recognition
(A Review of UTIA Pattern Recognition Group’s Recent Contributions)

1Pudil Pavel , 2Somol Petr

A broad class of decision-making problems can be solved by learning approach. This can be a feasible
alternative when neither an analytical solution exists nor the mathematical model can be constructed.
In these cases the required knowledge can be gained from the past data which form the so-called learning
or training set. Then the formal apparatus of statistical pattern recognition can be used to learn the
decision-making. The first and essential step of statistical pattern recognition is to solve the problem of
feature selection – or more generally – dimensionality reduction.

The methodology of feature selection in statistical pattern recognition will be presented with respect
to results produced within the DAR project framework, particularly in cooperation with our late colleague
Jana Novovičová - the renowned expert in statistical modeling and text categorization.

The main aspects of the Feature Selection problem, with direct connection to classification tasks,
will be mentioned. The knowledge-based approach has been developed by our group to cover a broader
spectrum of situations where feature selection methods are to be used. It includes some already ”classical”
and highly cited methods and algorithms like floating search methods, adaptive floating search, oscillating
search, feature selection based on approximation of probabilistic densities by mixtures, fast branch-and-
bound algorithm, dynamic oscillation and flexible-hybrid sequential floating search which will be outlined.
Recently discussed topics and related problems will be briefly covered as well, including the problem of
feature over-selection, feature selection stability, and automated determination of the suitable feature
subset size.

The potential of Feature Selection to improve both the performance and economy of Pattern Recog-
nition systems will be advocated and illustrated on real-world applications.
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Introducing Feature Selection Toolbox 3 – The C++ Library for Subset Search,
Data Modeling and Classification

1Somol Petr , 2Vácha Pavel , 3Mikeš Stanislav , 4Hora Jan , 5Pudil Pavel , 6Žid Pavel

We introduce a new standalone widely applicable software library for feature selection (also known
as attribute or variable selection), capable of reducing problem dimensionality to maximize the accuracy
of data models, performance of automatic decision rules as well as to reduce data acquisition cost. The
library can be exploited by users in research as well as in industry. Less experienced users can experiment
with different provided methods and their application to real-life problems, experts can implement their
own criteria or search schemes taking advantage of the toolbox framework. In this presentation we first
provide a concise survey of a variety of existing feature selection approaches. Then we focus on a selected
group of methods of good general performance as well as on tools surpassing the limits of existing libraries,
e.g., generalization-improving tools like criterion ensembles, result regularization, etc. We build a feature
selection framework around them and design an object-based generic software library. We describe the
key design points and properties of the library. The library is published at http://fst.utia.cz.

Figure 3: FST3 library architecture – simplified global overview
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Material Classification with Minimal Feature Sets

1Geusebroek Jan-Mark

In this presentation, I will discuss classifying material texture from a single image under unknown
viewing and lighting conditions. The current and successful approach to this task is to treat it as
a statistical learning problem and learn a classifier from a set of training images, but this requires a
sufficient number and variety of training images. We show that the number of training images required
can be drastically reduced (to as few as three) by synthesizing additional training data using photometric
stereo. Furthermore, we show that natural image statistics can be used to further reduce the feature space
to as few as six dimensions. These dimensions correspond to the parameters of a Weibull distribution
fitted to the data. We demonstrate the method on the PhoTex and ALOT texture databases.

1University of Amsterdam, Faculty of Science, Informatics Institute, Intelligent Systems Lab Amsterdam, geuse-
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Colour Texture Representation Based on Multivariate Bernoulli Mixtures

1Haindl Michal , 2Havĺıček Vojtěch , 3Grim Jǐŕı

A novel generative colour texture model based on multivariate Bernoulli mixtures [1] is proposed. A
measured multispectral texture is spectrally factorised and multivariate Bernoulli mixtures are further
learned from single bit planes of the orthogonal monospectral components and used to synthesise and
enlarge these monospectral binary factor components. Texture synthesis is based on easy computation
of arbitrary conditional distributions from the model. Finally single synthesised monospectral texture
bit planes are transformed into the required synthetic multispectral texture. This model can easily serve
not only for texture enlargement but also for segmentation, restoration, and retrieval or to model single
factors in complex Bidirectional Texture Function (BTF) space models [2]. The strengths and weaknesses
of the presented Bernoulli mixture based approach are demonstrated on several colour texture examples.
The example on Fig. 4 illustrates properties of our BM model on relatively regular natural gingham
texture which is notoriously difficult for some alternative texture models [2].

Figure 4: Synthetic gingham texture mapped on a our snail shell model.
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A Compound MRF Texture Model

1Haindl Michal , 2Havĺıček Vojtěch

This paper describes a novel compound Markov random field model [1] capable of realistic modelling
of multispectral bidirectional texture function, which is currently the most advanced representation of
visual properties of surface materials. The proposed compound Markov random field model combines a
non-parametric control random field with analytically solvable widesense Markov representation for single
regions and thus allows to avoid demanding Markov Chain Monte Carlo methods for both parameters
estimation and the compound random field synthesis. Resulting synthetic more complex textures (such
as the ceiling panel on Fig.8) have generally better visual quality (there is no any usable analytical quality
measure) than textures synthesised using our previously published (e.g. [2]) simpler MRF models.

θi = 0◦ φi = 0◦ θi = 30◦ φi = 0◦ θi = 45◦ φi = 300◦ θi = 75◦ φi = 0◦

Figure 5: BTF ceiling panel texture measurements (upper row) and their synthetic counterparts for
various elevation (θi) and azimuthal (φi) illumination angles.
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Content-Based Tile Retrieval System

1Vácha Pavel , 2Haindl Michal

We present a content-based tile retrieval system [1] built to ease laborious browsing of tile catalogues.
This computer-aided consulting system retrieves tiles from digital catalogues, so that the retrieved tiles
have as similar pattern and/or colours to the query tile as possible.

The system is based on the underlying multispectral Markov random field representation. Single
tiles are represented by our approved colour invariant textural features [2] derived from especially effi-
cient Markovian statistics and supplemented with Local Binary Patterns (LBP) features [3] representing
occasional tile inhomogeneities. Markovian features are invariant to illumination colour and robust to
illumination direction variations, therefore an arbitrary illuminated tiles do not negatively influence the
retrieval result. Tile colours are represented by marginal cumulative histograms.

Our system is verified on a large commercial tile database in a psychophysical experiment. Moreover,
an interactive demonstration is available online at http://cbir.utia.cas.cz/tiles/.

query similar colours similar texture

Figure 6: Examples of similar tiles retrieved by our system. The query image, on the left, is fol-
lowed by two images with similar colours and texture. The images are from the internet tile shop
http://sanita.cz .
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A Psychophysical Evaluation of Texture Degradation Descriptors

1Filip Jǐŕı , 2Vácha Pavel , 3Haindl Michal , 4Green Patrick R.

Delivering digitally a realistic appearance of materials is one of the most difficult tasks of computer
vision. Accurate representation of surface texture can be obtained by means of view- and illumination-
dependent textures. However, this kind of appearance representation produces massive datasets so their
compression is inevitable. For optimal visual performance of compression methods, their parameters
should be tuned to a specific material. We propose a set of statistical descriptors motivated by textu-
ral features, and psychophysically evaluate their performance on three subtle artificial degradations of
textures appearance. We tested five types of descriptors on five different textures and combination of
thirteen surface shapes and two illuminations. We found that descriptors based on a two-dimensional
causal auto-regressive model, have the highest correlation with the psychophysical results, and so can be
used for automatic detection of subtle changes in rendered textured surfaces in accordance with human
vision.

Tested combinations of shapes and illumination directions, setup of the psychophysical experi-
ment, example stimuli image, and recorded gaze fixation pattern.

References

[1] Filip J., Vacha P., Haindl. M, Green P.R. A Psychophysical Evaluation of Texture Degradation
Descriptors. Proceedings of IAPR International Workshop on Structural, Syntactic, and Statistical
Pattern Recognition (SSPR & SPR 2010), LNCS 6218, pp. 423-433, Cesme, Izmir, Turkey, August
18-20, 2010
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3ÚTIA AV ČR, Pattern Recognition Department, haindl@utia.cz
4School of life sciences, Heriot-Watt University, Scotland, P.R.Green@hwu.ac.uk



Data - Algorithms - Decision Making, December 2 - December 4, 2010 39

The Problem of Fragile Feature Subset Preference in Feature Selection Meth-
ods and A Proposal of Algorithmic Workaround

1Somol Petr , 2Grim Jǐŕı , 3Pudil Pavel

We point out a problem inherent in the optimization scheme of many popular feature selection meth-
ods. It follows from the implicit assumption that higher feature selection criterion value always indicates
more preferable subset even if the value difference is marginal. This assumption ignores the reliability
issues of particular feature preferences, over-fitting and feature acquisition cost. We propose an algorith-
mic extension applicable to many standard feature selection methods allowing better control over feature
subset preference. We show experimentally that the proposed mechanism is capable of reducing the size
of selected subsets as well as improving classifier generalization.

Figure 7: In many FS tasks very low criterion increase is accompanied by fluctuations in selected subsets;
both in size and contents
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Near-Regular BTF Texture Model

1Haindl Michal , 2Hatka Martin

In this paper we present a method for seamless enlargement and editing of intricate near-regular type of
bidirectional texture function (BTF) which contains simultaneously both regular periodic and stochastic
components. Such BTF textures cannot be convincingly synthesised using neither simple tiling nor using
purely stochastic models. However these textures are ubiquitous in many man-made environments and
also in some natural scenes. Thus they are required for their realistic appearance visualisation. The
principle of the presented BTF-NR synthesis and editing method is to automatically separate periodic
and random components from one or more input textures [1]. Each of these components is subsequently
independently modelled using its corresponding optimal method. The regular texture part is modelled
using our roller method, while the random part is synthesised from its estimated exceptionally efficient
Markov random field based representation. Both independently enlarged texture components from the
original measured textures representing one (enlargement) or several (editing) materials are combined
in the resulting synthetic near-regular texture. Fig.8 demonstrates a BTF editing application, where
the foreground iron texture was detected from one non-BTF image while the background texture was
estimated from the BTF measurements.

θi = 0◦ φi = 0◦ θi = 60◦ φi = 162◦ θi = 75◦ φi = 15◦ θi = 75◦ φi = 345◦

Figure 8: BTF sponge textures with grille for various elevation (θi) and azimuthal (φi) illumination
angles.
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Range Video Segmentation

1Haindl Michal , 2Žid Pavel , 3Holub Radek

An unsupervised range video segmentation method based on a spatial probabilistic model for intended
vehicle-based safety and warning system applications is introduced. Statistical range data discontinuities
are represented by a wide-sense Markov model [1] which guides the subsequent line-based region growing
process [2]. Single frame segmentations [3] are mutually corrected using the continuity constraint. The
resulting segmentation allows tracking moving objects and estimating their distance and velocity. The
method is illustrated on synthetic range video data. The algorithm can be easily paralleled to reach real
time performance on recent multiple-core processors. Estimated car distances for single frames in meters
are denoted in Fig.9 their precision was always better than 8 centimeters in every frame.

6.44 6.21 5.87 5.76 5.42

Figure 9: Range video frames (odd image rows) their corresponding segmentation and estimated car
distances from range camera in meters.
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Fast Moment Computation Based on Block Decomposition

1Suk Tomáš , 2Flusser Jan

A new method of moment computation based on decomposition of the object into rectangular blocks is
presented. The decomposition is accomplished by means of incremental distance transform. The method
is compared with earlier morphological methods, namely with erosion decomposition to squares. All the
methods are also compared with direct computation by definition.

Figure 10: Example of decomposition
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Multi-market Trading Problem

1Zeman Jan

The trading task is challenging problem for most mathematics and economists [3]. The problem is
based on price speculation, where the speculator tries to buy cheep commodity contract, wait for price
increase and then earn money by reselling the contract. Nowadays, the approaches provided by exchanges
allows to speculate on increase and also decrease of the commodity price. Thus, the speculation on market
changes in stochastic game, when speculator bets whether the price increase or decrease.

To design the trading strategy, speculators use various methods. The main streams are the fundamen-
tal analysis and the technical one. The fundamental analysis assumes that actual price does not reflect
the real price, therefore bases predictions on analysis of the market state, actual news and activities of
institutions. In contrast, the technical analysis deals primary by price curves to predict the further price
behavior.

Classical investing methods based on fundamental analysis (e.g. value investing [2] or indexing [1])
serve primary for stock trading and the for long-time investment in terms of decades. The methods of
technical analysis [6], unlike the fundamental one, provides profit in short-time, as it recommends actions
more often, i.e. one action per week or month. However, there is no method of technical analysis, which
results in profitable strategy working for decades. The viability of these approaches is about a year. Then,
it should be completely revised. Beside, the successful methods, if any, are not advertised everywhere
and are kept in strict confidence. So up to the author’s best knowledge, there is no known methodology
how to design optimal strategy for speculators.

Our previous research can be classified as technical analysis, because we work with the price sequences
and design the speculator strategy [4, 7]. Moreover, we extend the price sequence by additional channels
[5]. But our previous approaches worked with infinite capital to invest and with a single market, because
with infinity capital, the multiple market trading can be solved separate market by market.

The paper deals with extension the task for constrained capital and multiple markets, but the task
grows exponentially with the number of markets. Therefore the another representation of the task must
be searched. We present the representation by participants, where each participant works with one market
and communicates with other participants by asking and bidding the capital. The basic experiments and
comparing with the original task are presented.
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Bicriterial Dual Control for Time Variant Stochastic System Using Neural Net-
works

1Král Ladislav , 2Šimandl Miroslav

Goal of the paper is to design a bicriterial dual control for slowly time variant nonlinear stochastic
multivariable systems and thus to provide an extension of authors previous works [1] and [2].

Modelling of unknown nonlinear functions describing a multivariable system is approached via func-
tional approximator represented by multilayer perceptron neural networks. Unknown parameters of the
neural networks are considered as time variant and are described by Wiener process. Dependence of
output of the model on the parameters of the neural network is nonlinear. Therefore, it is advisable to
exploit nonlinear estimation method for finding the unknown parameters [3]. Parameters of the model are
estimated by the extended Kalman filter because it is practical, computationally moderate and represents
an effective alternative to optimization methods as quasi-Newton, Levenberg-Marquardt, or conjugate
gradient techniques [4].

For determination of the control action, a suboptimal dual cost function based on the bicriterial
approach is considered [5]. The cost function exploits two separate criterions where each of this criterion
introduces one of the conflicting aspects between estimation and control; caution and probing. The first
criterion evaluating the control quality and the second criterion expresses the learning effort of the control
because it forces an increase of the prediction error to obtain richer information for the parameter update.
It should result in an improvement of control quality in a future. Final control law is obtained in an
analytical form based on a subsequent minimization of the defined criteria.

The quality of the proposed functional adaptive controller is illustrated in two numerical examples [6].
The proposed approach is compared with adaptive non-dual controller based on the certainty equivalence
principle [7]. It is shown that the proposed bicriterial dual adaptive controller is suitable for special
time variant non-linear stochastic multivariable systems, and that it is possible to achieve better control
quality in comparison with non-dual adaptive controller based on the certainty equivalence principle.
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Bayesian Soft Sensing in Cold Sheet Rolling

1Dedecius Kamil , 2Jirsa Ladislav

We are concerned with the theory of soft sensing in industrial applications, namely the cold sheet
rolling. In comparison to the classical sensing, the generally cheaper soft sensors provide the ability to
process large amounts of measured data, used for building predictive models [1]. To achieve robustness
of these sensors, their main purpose – prediction of variables which are not directly measurable – is
often accompanied by other important tasks, e.g., the fault detection and diagnosis, control, graceful
degradation mechanisms etc. [2].

There are three main approaches to soft sensors: physical modelling, multivariate statistics and
artificial intelligence modelling [1]. Some selected approaches comprise the methods using the Kalman
filter [3], neural networks [4, 5], statistical methods [6, 7] and many others. We present a Bayesian
approach to the statistical soft sensing in the data-driven paradigm. Our goal is to predict a physical
variable, which is crucial for the rolling process, but which can be measured only with a high traffic
delay. Fortunately there exists a set of other variables measured during the process, which are more or
less correlated with the quality of interest. Using a class of several different Bayesian regressive models,
determining the predicted value with a reliability generally unknown at the particular time instant, the
high predictive performance of the sensor is achieved by their combination in a way inspired by Bayesian
model averaging [8]. The approach allows fast adaptivity of the sensor and its graceful degradation if
measurements dropouts or hardware failures occur.
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A Hybrid Filtering Methodology for Nonlinear Estimation

1Hofman Radek , 2Dedecius Kamil

We are concerned with Bayesian estimation of a discrete stochastic process governed by a nonlinear
model. We employ marginalized particle filter (MPF, [5])—which is also known as Rao-Blackwellised
particle filter, [2]—for on-line tuning of nuisance parameters of analytical filters.

Particle filtering [1] is a general filtering methodology applicable to nonlinear and non-Gaussian sys-
tems. However, intensive sampling is in high-dimensional spaces computationally prohibitive. MPF arises
when the structure of the model allows marginalization over a subset of state variables [5]. Selected state
variables are then estimated with an analytical filter and the rest is treated using particle filter. The
marginalization substantially reduces the dimension of the space we sample from. This is of particular
significance in high-dimensional estimation problems emerging, e.g., in geoscientific applications.

The methodology is demonstrated on estimation of a three-dimensional chaotic nonlinear system given
by the Lorenz attractor [4]. We use the extended Kalman filter (EKF, [3]) for estimation of the three
coordinates of the attractor and the particle filter for adaptive tuning of model error covariance in EKF.
EKF is the nonlinear version of the Kalman filter [6]. It uses linearized version of a nonlinear differentiable
state transition function to propagate posterior covariance matrix. Jacobian of the Lorenz attractor is
approximated at each time step using forward differences. Observations are simulated by the attractor,
which is integrated forward with the fourth-order Runge-Kutta scheme, and perturbed with a Gaussian
noise. Satisfactory accuracy of estimation was achieved even with a small number of particles.
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Variational Bayes Approximation for Distributed Fully Probabilistic Design

1Šḿıdl Václav , 2Tichý Onďrej
Variational Bayes is a well known technique of approximate Bayesian estimation, [3]. It is based

on approximation of the true multivariate posterior density by a product of conditionaly independent
densities defined on disjoint parts of the parameters space. The approximate posterior is found by
minimization of the Kullback-Leibler divergence between a conditionally independent density and the
true posterior. The solution is typically found iteratively using moments of one density to find shaping
parameters of the others. This is sometimes known as message passing [5]. Fully probabilistic design of
control strategy is an alternative formulation to the classical dynamic programming, [1, 2]. It is based on
the use of Kullback Leibler divergence as loss function in dynamic decision-making. The resulting control
strategy is found explicitely in the form of probability density function.

In this contribution, we investigate application of the Variational Bayes idea in fully probabilistic de-
sign. We are concerned with multi-input multi-output systems, where we seek conditionally independent
approximation of the multivariate control strategy. Application of the Variational Bayesian theorem is
straightforward. What results is an iterative algorithm in which the conditionally independent startegies
are computed in parallel. As typical for Variational Bayes approximations, each startegy needs moments
generated withing design of the remaining startegies. The resulting scheme corresponds to the scheme of
distributed control where autonomous desision-making units exchange messages with the neighbours. In
this particular case, the messages are in the form of conditional probability density functions.

The approach is studied in simulation on a simple 2-input 3-output example. Results are compared
with other techniques of distributed fully probabilistic control schemes [4].
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Multimodal Comparison of the Retinal Nerve Fibre Layer

1Kolá̌r Radim , 2Gazárek Jǐŕı , 3Odstrčiĺık Jan , 4Jan Jǐŕı

Glaucoma is characterized by retinal changes, particularly in the region of the optic nerve head and
progressive atrophy changes in the retinal nerve fiber layer (RNFL). There is a high effort to diagnose
the RNFL analysis using fundus-camera images since the 1980 [1], but until now, there is no routinely
used method allowing automated RNFL diagnosis using only fundus camera images. The texture-based
approaches provide a promising tool for qualitative RNFL thickness analysis. Nevertheless, the quanti-
tative analysis is also possible using the optical coherent tomographic (OCT) slices, which can visualize
retinal layers including nerve fiber layer.

We have used 62 texture parameters using different approaches to investigate the correlation between
particular parameter and nerve fibre layer thickness. Due to limited possibilities of acquisition of the
high quality color fundus images and the OCT retinal volumes from the same subject, we used only 3
healthy subjects. The texture parameters and nerve fiber layer thickness were evaluated for several retinal
positions (and variable RNFL thickness) in each subject. This gave us 225 image patches for analysis.
An example of ’very short run’ feature obtained from gray-level run length texture analysis is shown in
Fig.1 as a dependence on RNFL thickness. The correlation coefficient for this feature is 0.58.

Most of the tested features were correlated with RNFL thickness (correlation coefficient nearly 0.6).
We are going to include more subjects to make this analysis more valuable and we will also employ a
preprocessing step to increase the correlation between texture features and RNFL thickness.

figure example

Figure 11: Example of selected texture parameter as a function of RNFL thickness.

References

[1] M. Lundström, O.J. Eklundh Computer Densitometry of Retinal Nerve Fibre Atrophy - a pilot
study. Acta Ophthalmologica, 58:639–644, 1980.

1Brno University of Technology, Department of Biomedical Engineering, kolarr@feec.vutbr.cz
2Brno University of Technology, Department of Biomedical Engineering, xgazar03@stud.feec.vutbr.cz
3Brno University of Technology, Department of Biomedical Engineering, xodstr02@stud.feec.vutbr.cz
4Brno University of Technology, Department of Biomedical Engineering, jan@feec.vutbr.cz



Data - Algorithms - Decision Making, December 2 - December 4, 2010 49

Retinal Nerve Fiber Layer Texture Analysis via Markov Random Fields

1Odstrčĺık Jan , 2Kolá̌r Radim , 3Jan Jǐŕı , 4Gazárek Jǐŕı

Texture analysis of the retinal nerve fiber layer (RNFL) in colour fundus images is a promising tool for
early glaucoma diagnosis. This contribution describes model-based method for detection of changes in the
RNFL. The method utilizes Gaussian Markov random fields (GMRF) and the least-square error (LSE)
estimate for the local RNFL texture modelling. The model parameters are used as a texture features
and non-linear Bayesian classifier [2] is used for supervised classification of healthy and glaucomatous
RNFL tissue. The proposed textural features are applied for segmentation of RNFL defects in a high-
resolution colour fundus-camera images (3504× 2336 pixels). The results are qualitatively compared
with the Optical Coherence Tomography images regarded us as a gold standard due to the possibility of
quantitative RNFL thickness measurement.

Markov random fields texture modeling is an efficient tool enabling description of a probability of
spatial interactions in a textural image. The GMRF models an image texture y(s), which is represented
by a set of zero mean observations for a rectangular image lattice. The GMRF model is a stationary non-
causal two-dimensional autoregressive process assuming that the individual observations are governed by
the following difference equation [1]:

y =
∑
r∈Ns

φry(s+ r) + e(s),

where Ns is a neighborhood set centered at pixel s, φr is a model parameter of a particular neighbor r,
and e(s) is a stationary Gaussian noise process with zero mean and known variance σ [1].

A neighborhood structure depends directly on the order and the type of the model. We assume
a fifth-order symmetric rotation-invariant neighborhood structure on rectangular lattice.

According to this we have 6 parameters (textural features): five parameters describe influence of the
neighbors to the central pixel and one Gaussian parameter σ describes model noise variance. These
6 features can be estimated in the least square error (LSE) sense [1].

Manually selected textural regions (97× 97 pixels) characterizing three classes of retinal tissue, assum-
ing glaucomatous thickness changes in the RNFL, were used for training three-state Bayesian classifier:
Class A - (141) RNFL pattern of glaucomatous patients, Class B - (142) RNFL losses, Class C - (283) RNFL
pattern of healthy patients.
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Bimodal Comparison of Retinal Nerve Fibre Layer Thickness: Fundus Camera
versus Optical Coherence Tomography

1Gazárek Jǐŕı , 2Jan Jǐŕı

In this paper, preliminary comparisons of the segmentation results from the retinal nerve fibre layer
(RNFL) in digital fundus camera (DFC) photo with Optical Coherence Tomography (OCT) results have
been done. Early detection of changes in the texture caused by nerve fibres atrophy in DFC images
is important for diagnosis of glaucoma. Therefore, the main purpose of this work is focused on the
analysis of texture representing RNFL in DFC images. Three local approaches [1] (directional local
spectral analysis, edge-evaluation approach and difference of local brightness based approach) have been
successfully tested for automatic detection of RNFL. The features provided by these three approaches
were used for texture classification and the results compared with the information of thickness obtained
by OCT.

In our study five glaucomatous DFC images and corresponding OCT B-scans of the same eyes were
considered. Each of the DFC images was labelled by a medical expert. DFC images has been matched
together with corresponding OCT B-scans.

The total set of 18 375 measurements were chosen. Three above described features were derived
from each area in DFC images. Neural network with binary output (healthy tissue/atrophy) was created
for the classification of RNFL thickness. One related feature (RNFL thickness) from the OCT B-scans
was derived. After setting the minimum threshold for healthy tissue reliability was calculated for the
neural network classification. The 30m threshold classifier gives the best results: specificity 88.85% and
sensitivity 88.59%.

A comparison of RNFL segmentation by DFC analysis with OCT results was proposed and realised
as an initial attempt in this paper. A correlation between results of the three local texture analysis
approaches in DFC images and the objectively measured RNFL thicknesses in OCT results has been
found.
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Forward Simulation in Ultrasonic Tomography

Hemzal Dušan , Jǐŕık Radovan , Fousek Jan , Ruiter Nicole

The numerically demanding task of forward simulating the temporal propagation of a spatial ultrasonic
pulse given the parameters of the system itself as well as those of the measured sample is complicated
by the high frequencies of the ultrasound used (in orders of MHz). Even in linear approximation, the
Helmholtz equation requires for its solution several spatial elements for each spatial cycle of the wave. In
result, only few cubic centimeters of the volume near the transmitting transducer can be simulated using
the available hardware.

Combining a suitable reformulation of the wave equation and an adaptive mesh technique, we were
able to simulate a true measurement from an experimental USCT setup (KIT, Karlsruhe, Germany).

Masaryk Univerzity, Faculty of Science, hemzal@physics.muni.cz
Brno University of Technology, Department of Biomedical Engineering, Czech Rep., jirik@feec.vutbr.cz
Masaryk Univerzity, Faculty of Informatics, izaak@mail.muni.cz
Karlsruhe Institute of Technology, Institute for Data Processing and Electronics, Germany, Nicole.Ruiter@ipe.fzk.de



52 6th International Workshop Jindřich̊uv Hradec

Parallelization Efforts and Results in USCT Reconstruction and Simulation

Fousek Jan , Peterĺık Igor , Jejkal Thomas

There are currently three main projects ongoing in the ultrasound transmission tomography on the
The Faculty of Electrical Engineering and Communication Brno University of Technology. It is the 3D
regularized speed-map reconstruction [2], simulation of the propagation of ultrasound using the Finite
Element Method [1] and simplified simulation used to generate testing input data for the reconstruction.
All three projects are computationally demanding and it was necessary to employ parallel processing in
order to speedup the computation or even make in possible.

The reconstruction software needs to process large input data to assemble the overdetermined system
of linear equations which is consequently solved. As it is written in Matlab we have made use of the
Matlab Distributed Computing Toolbox to distribute the assembly over a larger group of workers. Simple
checkpoint system improves the robustness of this solution and caching system eases the data transfer
load.

The FEM simulation requires very large mesh and the equation system assembly and its solving are
both time and memory consuming. For the sake of performance it uses GetFEM++ [4] written in C++
to assembly the system. This system was too large to be solved on single machine, therefore we have used
MUMPS [5] which is a parallel direct solver for the systems of linear equations. Next to the distributed
approach, we have also tried out-of-core variant on single SMP node, which have performed similarly.

The simplified simulation constructs a virtual phantom and with the help of raytracing algorithm
produces testing data in same format as the real prototype. It is written in Matlab and we are currently
working on its parallelization in the collaboration with the Institute for Data Processing and Electronics
in Karlsruhe using their grid middleware for Matlab called GridMate [3]. It is a first application to use
GridMate on the resources of MetaCentrum and its purpose is to test the potential of GridMate for other
projects.
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Robust Bayesian Auto-regression Model

Šindelá̌r Jan

The problem of estimating parameters of an auto-regression model in a Bayesian paradigm has been
solved before, when the model has innovations coming from exponential family [3]. The main reason for
choosing exponential family was the simplicity of computation and the fact that Gaussian distribution,
often found in nature due to existence of limit theorems, is also a member of this family.

Applications of modeling to data, where the distribution of innovations is known to be heavy-tailed
calls for a method, more robust with respect to possible outliers. Such methods have been developed in
the past [1],[2] often using a likelihood with Huber loss function in the exponent or similar approximations.
With the use of such methods a constant specifying the position of the tails has to be chosen, which is
often difficult.

Intead, we choose the 1-D innovations of the model to be Laplace distributed, choose a Bayesian
conjugate prior to such a model distribution and try to compute the resulting filtration, when new data
of a realization of an adjacent random process arrive.

The computation of the resultant posterior distribution of the parameters of the model is still compu-
tationally tractable as will be shown [4]. The computation is slower than the classical solution at a ratio
1 : Nk, where N is the number of data used for computation and k is the dimension of the parameter
space. An immediate guess would be to use a moving window estimation of the parameters, making the
estimation faster and the model adaptive. An efficient algorithm has been proposed to solve the presented
problem [5].
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Recursive Hybrid Filter for Systems with Mixed Observations

Suzdaleva Evgenia , Nagy Ivan

The presented work deals with online state estimation for dynamic hybrid systems with mixed contin-
uous and discrete observable and non-observable variables. Dynamic systems that show both continuous-
time and discrete-valued behavior are met in many fields (target tracking, image processing, speech
recognition, traffic control, etc.) Modeling and especially adaptive control of such hybrid systems is a
difficult task. Fast online state estimators for hybrid systems are desired in some of these areas.

Many algorithms exist for state estimation of such systems. The well-known approach is the interactive
multiple model (IMM) algorithm [1], which performs Kalman filter [2] for each model and then computes
a weighted combination of updated state estimates produced by all the filters. The IMM filter is close to
that proposed in this paper. A difference is that the presented method takes the state-space model in a
general form for both the normal and discrete states along with mixed observations and control inputs.

The proposed solution is based on a decomposed version of the state-space model and Bayesian filtering
[3]. The general solution is universal in the sense of exploited distributions. The provided specialization
shows usage of the approach with normal and multinomial models. The proposed algorithm performs a
joint estimation via Kalman filter and multinomial state estimation.

A part of the proposed work concerned with the estimation of discrete multinomial state is also close
to hidden Markov models (HMM) theory [4]. However, the algorithms mentioned run mostly offline and
are supported by Monte Carlo computations. The presented paper aims at online state estimation and
analytical solution as far as possible. It means that it applies numerical procedures only in that parts,
which cannot be computed analytically. The paper exploits a decomposition of state estimate, which
enables to consider state as a product of various (here specialized) distributions that is convenient for
computations with exponents. An online filter for discrete multinomial state based on fully analytical
solution is proposed. The state-space model is taken as the probability (density) function in more general
(not reduced) form, including control variables for corresponding distributions.

The presented approach was tested on traffic data with real intensities measured at one of the con-
trolled microregions in Prague. A queue length of awaiting cars was estimated as the normally distributed
state jointly with the discrete multinomial level of service (LoS) of the microregion. LoS reflects a degree
of traffic saturation in the sense how easy the cars can pass through the microregion with 4 possible
values from 1 (the best) to 4 (the worst). The fast online estimation of these states can influence the
adaptive control of the intersection via the green light time.
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Maĺınský Miloš . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Mesiar Radko . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
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