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SYSTEM DESCRIPTION
Stochastic dynamic system
Xg+1 = Fexp +wy, k=0,1,2,...
z = hy(xx) + vk, k=0,1,2,...
is considered, where
Xy is immeasurable state of the system,
Zy is the measurement,
Fy is the known matrix, hy(-) is the known vector function,

wy and v, are the state and measurement noises with known
pdf's p(wk) = N{w : 0,Q«} and p(vk) = N{vk : 0, Ri},
respectively,

the noises are mutually independent and independent of the
initial state xo with p(xg) = N{xo : X0, Po}.
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STATE ESTIMATION - FILTERING

The goal of the filtering is to find a pdf of the state x, conditioned
by the measurements z* = [zg, 21, ..., 2], i.e. p(xx|z"), or the
conditional mean )A(k|k:E[xk\zk] and cov. matrix Pk‘k:cov[xk|zk].

APPROXIMATE NONLINEAR FILTERS BASED ON BAYESIAN APPROACH

global filters
analytical - Gaussian sum filter
simulation - particle filters
numerical - point-mass method
local filters

standard (1970) - extended Kalman Filter, second order filter
derivative-free (2000) - unscented Kalman filter, divided
difference filters
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TRANSFORMATION IN FILTER DESIGN
CXAMPLE

ADAPTIVE CHOICE O

UNIFIED FRAMEWORK FOR LOCAL FILTERS

Set k =0, )A(o|_1 = X, and P0|_1 = Py.
Filtering estimate is given by
~ ~ 1 ~
Rk = Rijk—1 + Pz kik—1P, gx—1(2k = Zijk—1);
1 T
Puik = Prjk—1 = Paz kik=1P, gk 1Pz klk—1>

where
2k—1 = E[z]2* ] = Efhie(xi) |27,
T|Zk—1]

9

P, kik—1 = El(zk — Zkjk—1)(zk — Zkjk—1)
P klk—1 = E[(xk — Kijx—1)(zk — Zxp1) " 1271
Predictive estimate is given by
Rer1jk = Elxkr1]2¥] = Fikigk,
Pis1jk = cov[xkt1(2¥] = FiPyF{ + Qi
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ADAPTIVE CHOICE O RAMETER . ILLUSTRATIO OTIVATIONAL EXAMPLE

MEASUREMENT PREDICTIVE STATISTICS USING UNSCENTED
TRANSFORMATION - SCALAR VARIABLES

Set of weighted predictive o-points

Xoklk—1 = Xk|k—1 X120 kik—1 = Rkjk—1 £ 1/ (1 + K£) Prjg—1,

1
Wo = “ Wi

1+r 27 21+ k)’
is transformed through the nonlinear function
Zi kk=1 = he( X kjk-1), 1 =0,1,2,

and the resulting statistics are given by
2
21 = ZI:O WiZi kjk—1,
2
5 5 T
P kk—1 = ZI:O Wi(Zi kik—1 — 2kk—1)(Zi k-1 — Zkjk—1) 5

2
Pz kik—1 = ZI:O Wil X kik—1 — Jik—1)(Zikik—1 — Zujk-1) "
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UKF AND RECOMMENDED SETTING OF SCALING PARAMETER

e Utilisation of the unscented transformation in the local filter
framework leads to the unscented Kalman filter (UKF).

e Design of the UKF is conditioned by specification of the
scaling parameter k.

e The scaling parameter affects spreading of the o-points in the
state space. It thus affects estimation performance of the
UKEF.

e Standard choice is kK = 3 — ny if ny < 3, else k = 0.
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ADAPTIVE CHOICE OF PARAMETER JLUS 0 / ATIONAL EXAMPLE

SYSTEM DESCRIPTION - BEARINGS ONLY TRACKING

[ 09 O
Xp+1 =

0 1:|Xk+Wk,

S
7 =tan~! iz S N sin(k) + Vi,
x1,k — cos(k)

where k =0,1,...,500, p(xg) = N'{xo : [20,5]",0.11},

0.1 0.01
Qx = [ 001 0.1 ] Ry = 0.025, Vk.
MSE rorR UKF’S WITH DIFFERENT CHOICES OF K
k=0 k=1 k=2 k=4
MSE 23.66 14.35 9.09 4.79
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STANDARD CHOICE OF SCALING PARAMETER

The scaling parameter is chosen prior to estimation
experiment.

The parameter does not reflect the particular system
description (except for the state dimension) as well as the
particular working point.

GOAL OF THE PAPER

The goal is to propose a technique for adaptive setting of the
scaling parameter.
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SE FILTER WITH ADAPT. PAR.
- LINEAR DYNAMICS
- NONLINEAR DYNAMICS

MEASUREMENT PREDICTIVE STATISTICS

The measurement predictive statistics 2,1, P, xx—1, and
P, kjk—1 depend on the scaling parameter &, i.e.

2ik—1 = Zik—1(K); Pz k=1 = Pz kik—1(%)-

The approximate likelihood function thus depends on % as
well, i.e.

P(zk|2" 71, k) = N{zi : 2kpk—1(K), Pogpe—1(K)}-

TECHNIQUE FOR ADAPTIVE CHOICE OF PARAMETER

The proposed technique is based on maximisation of the approx.
likelihood function. The scaling parameter is determined as

for = arg max p(zx |28 71, k).
K
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oI — : L\ , THE PROPOSED TECHNIQUE
PROBLEM STATEMENT AND (1ENERI( ALG. OF DERIVATIVE-FREE FILTER WITH ADAPT. PAR.
) RATION - LINEAR DYNAMICS
TION - NONLINEAR DYNAMICS

ADAPTIVE CHOICE OF PARAMETER AND

UNIFIED FRAMEWORK FOR LOCAL FILTERS WITH ADAPTIVE CHOICE
OF SCALING PARAMETER

e Set k =0, Xg—1 = Xo, and Pg|_; = Po.
e Compute the scaling parameter %x maximising the
approximate likelihood function.

e Filtering estimate is given by
Xik = Xijk—1 + Pxz k|k—1Pz_}(|k_1(Zk = Z44-1),
Puk = Prk—1 = Pz kik—1P 7 k-1 Pz ki1
where 2,1, P 4jk—1, and P, xx_1 are computed using 7.
e Predictive estimate is given by
Rer1)k = Elxkr1]2¥] = Fikigk,
Pitik = cov[xk+1|zk] = FkPk|kFZ + Q.
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SED TECHNIQUE
PROBLEM S . : N GE .G. OF DERIVATIVE-FREE FILTER WITH ADAPT. PAR.
R S \ N ) /

NUMERICAL ILLUSTRATION - LINEAR DYNAMICS
= (Oerg C S C
A Coe . . . NUMERICAL ILLUSTRATION - NONLINEAR DYNAMICS

NUMERICAL ILLUSTRATION - SPECIFICATION

The UKF's with the fixed scaling parameter are compared
with UKF's with the adaptively chosen parameter.

Maximisation is performed using the grid method (the
likelihood function is evaluated in several grid points).

Used notation k € {Kmin : Kstep : Kmax} Means the points are
equally spread between rpmin and Kmax with increment Ktep.

MSE ror UKF’S WITH FIXED AND ADAPTIVE CHOICES OF Kk

k=0 k=4 K € K €
{0:0.1:4} {0:4:4}
MSE 23.66 4.79 2.69 2.76
time 0.0016 0.0330 0.0030
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SYSTEM DESCRIPTION

X1 = (1 — 0.05AT)xi + 0.04A Tx + wy,

x,% —i—x,:f + Vg,

Zk

where k =0,1,...,150, AT =0.01, p(x0) = NM{xp : 2.3,0.01},
Qx = 0.5, R, = 0.09, Vk.

MSE ror UKF’S WITH FIXED AND ADAPTIVE CHOICES OF K

{0:0.1:4}
MSE 0.77 0.11 0.12 0.08
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CONCLUDING REMARKS

Impact of the scaling parameter on the derivative-free filter
estimation performance was discussed.

The novel technique for adaptive setting of the scaling
parameter was designed.

The technique was illustrated by means of the UKF using
numerical examples.

The technique is easily applicable to all local filters with one
or more scaling parameters.
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